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ñSome people seem to think that there is one correct set of optimal 

comparative concepts, and that comparative concepts should not be 

based on intuition or chosen ñarbitrarilyò (in Gilbert Lazardôs 

words). But this is wrong: There are myriad ways of comparing 

languages, and thus myriad possible comparative concepts. Which 

kinds of concepts are the most productive concepts, most likely to 

yield deeper insights, is a matter for research. In fact, finding good 

comparative concepts is one of the most important ingredients of 

the creative process for successful comparative research.ò 

(Martin Haspelmath, email to the LingTyp mailing list, 2016-01-20) 
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Abstract 

This dissertation establishes óbinominal lexemeô as a comparative concept and dis-

cusses its cross-linguistic typology and semantics. Informally, a binominal lexeme 

is a noun-noun compound or functional equivalent; more precisely, it is a lexical 

item that consists primarily of two thing-morphs between which there exists an 

unstated semantic relation. 

Examples of binominals include Mandarin Chinese  (tiŊl½) [iron road], French 

chemin de fer [way of iron] and Russian ʞʝʣʝʟʥʘʷ ʜʦʨʦʛʘ (ģeleznaja doroga) 

[iron:ADJZ road]. All of these combine a word denoting óironô and a word denoting 

óroadô or ówayô to denote the meaning RAILWAY . In each case, the unstated semantic 

relation is one of composition: a railway is conceptualized as a road that is composed 

(or made) of iron. However, three different morphosyntactic strategies are employed: 

compounding, prepositional phrase and relational adjective. In this study, I explore 

the range of such strategies used by a worldwide sample of 106 languages to express 

a set of 100 meanings from various semantic domains, resulting in a classification 

consisting of nine different morphosyntactic types. 

I also investigate the semantic relations found in the data and develop a classifica-

tion called the Hatcher-Bourque system that operates at two levels of granularity, 

together with a tool for classifying binominals, the Bourquifier. The classification 

is extended to other subfields of language, including metonymy and lexical seman-

tics, and beyond language to the domain of knowledge representation, resulting in 

a proposal for a general model of associative relations called the PHAB model. 

The many findings of the research include: universals concerning the recruitment 

of anchoring nominal modification strategies; a method for comparing non-binary 

typologies; the non-universality (despite its predominance) of compounding; and 

a scale of frequencies for semantic relations which may provide insights into the 

associative nature of human thought. 
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Samandrag 

Denne avhandlinga definerer eit komparativt omgrep óbinominalt leksemô og 

handsamar omgrepet ut frå tverrspråkleg typologi og semantikk. Uformelt er eit 

binominalt leksem ei substantiv-substantiv-samansetning eller funksjonelt likever-

dig med ei slik; meir presist er det ei leksikalsk eining som i fyrste rekkje består 

av to ting-morfar med ein implisitt semantisk relasjon mellom dei. 

Nokre døme på slike binominale leksem er: mandarinkinesisk tie3 lu4 [jarn veg], 

fransk chemin de fer [veg av jarn] og russisk ģelez.naja doroga [jarn.ADJZ veg]. 

Alle desse set saman eit ord som tyder ójarnô med eit ord som tyder óvegô for 

å få fram tydinga ójarnvegô. I alle dßma er den implisitte semantiske relasjonen 

COMPOSITION: ein jarnveg blir konseptualisert som ein veg laga av jarn. I døma 

finn ein tre ulike morfosyntaktiske strategiar: samansetning, preposisjonsfrase og 

relasjonelt adjektiv. I denne studien undersøkjer eg kva strategiar som er nytta i 

106 språk frå heile verda for å uttrykkje eit sett med 100 tydingar frå ulike seman-

tiske felt. Resultatet er ei klassifisering med ni ulike morfosyntaktiske typar. 

Eg undersøkjer òg dei semantiske relasjonane eg finn i dataa mine og utviklar ei 

klassifisering eg kallar Hatcher-Bourque-systemet, som opererer på to nivå, saman 

med ein reiskap til å klassifisere binominale leksem. Denne klassifiseringa blir så 

utvida til å gjelde andre område innanfor språk, som metonymi og leksikalsk se-

mantikk, og utover språk til domene som emnekart og kunnskapsrepresentasjon. 

Resultatet er eit framlegg til ein allmenn modell av assosiative relasjonar som eg 

kallar PHAB-modellen. 

Dette høyrer òg med til resultata av denne forsking: ein metode for samanlikning 

av ikkje-binære typologiar; universale som gjeld rekruttering av possessive strate-

giar; at samansetning ikkje er universell, sjølv om ho dominerer i høve til andre 

strategiar; og ein frekvensskala for semantiske relasjonar som kan gje innsikt i den 

assosiative naturen til mennesketanken. 
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Abbreviations 

Note: Abbreviations whose description contains a page reference (e.g. 740) denote postbases 

in Central Yupik (ESU). Such references are to Jacobson (2013). The data in which they are 

used can be found on page 476.

1 1st person 

3 3rd person 

ABL ablative 

ABS absolute 

ABST abstract 

ACC accusative 

ACT action 

ADJZ adjectivizer 

ADLT  adult 

AG agreement marker 

AGT agent 

AL  alienable possession 

ANAPH anaphoric 

ANTIP antipassive 

APPL applicative 

AQ3 thing that resembles N in some 

respect (740) 

AR(AQ) little piece of N (741) 

ASS associative 

ATTR attributive 

AUG augmentative 

BN bound noun 

CENGAQ  one with a small N (748) 

CIRC circumfix 

CL class marker 

CLF classifier 

COLL collective 

CON connective 

CUUN device for V-ing; device 

associated with N (758) 

DAT dative 

DEF definite 

DEP dependency marker 

DER derivational affix 

DET determiner 

DEV devalued 

DIM  diminutive 

DUAL  dual 

ERG ergative 

ESS essive 

F feminine 

FAM familiar 

GEN genitive 

GNL general 

ILITAQ  device for protecting N (764) 

INAL  inalienable possession 

INDF indefinite 

INF infinitive 

INS instrumental 

IRIN forms names of weekdays (767) 

LAT  lative 

LE linking element 

LEK one with N or Ns, one having N 

(786) 

LIG ligature 

LK  linker 

LLEQ1 former N (796) 

LOC locative 

M masculine 

NFE noun-forming enclitic 

NH nonhuman 

NMLZ nominalizer 

NOM nominative 

NONF nonfinite 

NONS nonsubject 

OBL oblique 

OWN owner 

PAUC paucal 

PERF perfective 

PER pertensive 

PL plural 

POSS possessive 

PREF prefix 

PREP preposition 

PRON pronoun 

PROP proprietive 
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PROX proximate 

PSR possessor 

PST past 

PURP purposive 

QLIQ the one located far in the area of 

space denoted by N (848) 

QUQ one that is V, one that is like N 

(851) 

REC receptacle 

RED reduplication 

REL relative 

RELN relational noun 

SG singular 

SGLT singulative 

SPEC specific 

STC construct state 

SUF suffix 

SUP superessive 

TAQ2 thing of/pertaining to N (874) 

TMP temporal 

UAQ imitation N, thing similar to or 

reminiscent of N (890) 

UNPOSS unpossessed 

YAGAQ baby N, little N (903) 

YAQ meaning difficult to determine 

(905) 

YNG young 
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Typographical and naming conventions 

The following typographical conventions are used in this work: 

¶ N PREP N, Mod.ADJZ Head ï a (binominal) construction. 

¶ [Gloss] ï a morpheme gloss. 

Note: Leipzig Glossing Rules are followed, EXCEPT THAT, for improved readability, 

I use periods instead of hyphens for morpheme breaks (Rule 2), and colons instead of 

periods for one-to-many correspondences (Rule 4). Where hyphens appear in glosses, 

they reflect the presence of a hyphen in the original orthography. 

¶ MEANING ï a concept or language-independent meaning, in particular one that 

belongs to the set of 100 meanings used as a basis for the data collection. 

¶ vernacular ï a linguistic item in an object language; in lower case throughout, 

irrespective of language-specific casing conventions. 

¶ DEU ï an ISO 639-3 language code. 

Note: In my database languages are identified by glottocode, as defined in Glottolog 

2.7 (Hammarström et al. 2016). However, the corresponding ISO 639-3 code is used 

in the text and tables since it is both shorter and more transparent. Languages can be 

looked up by ISO code in Appendix A (page 381), and by name in the Index of Lan-

guages (page 503). To find the ISO code for a language in the database, use either the 

index or Appendix B (page 385). One language, Caijia does not have an ISO code; to 

save space in tables I have taken the liberty of assigning it the unused code CAI, but 

database applications should use the glottocode caij1234 . 

¶ Page numbers given in the form page ## (as above) refer to the present work; 

those given as p. ## refer to a page in another, recently referenced work. 

¶ code  ï file names, variable names and computer code, including SQL queries 

and R scripts (R Core Team 2018). 

¶ óSheô is used throughout for the gender neutral pronoun in preference to s/he. 

Glottolog 2.7 is taken as the authority for language names and genetic affiliations 

(except for RIF Tarifit, which has been assigned the name Tarifiyt-Beni-Iznasen-

Eastern Middle Atlas). Where I know of a pending update in Glottolog, as is the case 

with Äiwoo (formerly Ayiwo), I use the updated form. For languages mentioned in 

the text I use the full name as given in the appendices and index, except in the case 

of familiar languages such as Eng., Ger., Rus., Jap. etc. Some principles for language 

names are proposed in Haspelmath (2017a). 
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1 Towards a comparative concept 

The primary goal of this work is to present a functional-typological, empirically-

based, cross-linguistic account of binominal lexemes. These are lexical items that 

consist primarily of two nominal constituents and whose function is to name a 

(complex) concept that involves an unstated (or underspecified) relation between 

two entities.1 The most familiar strategy that serves this purpose is the Germanic 

Noun-Noun Compound, e.g. German eisen.bahn [iron.way], but there are many 

others, including French Prepositional Constructions ï chemin de fer [road PREP 

iron]; Turkish Izafet Constructions ï demir yol.u [iron road.3SG]; and Russian 

Relational Adjective Constructions ï ģelez.naja doroga [iron.ADJZ road]. All of 

the above combine the meanings IRON and ROAD/WAY  to denote the meaning 

RAILWAY , but do so using quite different morphosyntactic strategies. 

Starting from a set of 100 meanings,2 I repurpose data from the World Loanword 

Database (WOLD) ï supplemented by data collected specifically for this project ï 

to develop a classification of morphosyntactic strategies (four of them exemplified 

above), and a two-tiered taxonomy of semantic relations. Both of these are applied 

to a set of nearly 4,000 binominals (as I call them for short) from 106 languages, 

in order to reveal linguistic universals. My framework is that of traditional Green-

bergian typology, as elaborated by Bill Croft in his theory of Radical Construction 

Grammar (2001). The annotation of the data, however, follows the principle of 

framework-free grammar (Haspelmath 2015) ï that languages should be described 

in their own terms and not in terms of aprioristic assumptions; it should therefore 

be amenable to linguists of all theoretical persuasions. 

While the main purpose of the study is to chart the morphosyntactic and semantic 

diversity of binominal lexemes, a secondary goal is to develop a cross-linguistically 

valid classification of associative relations that has applicability beyond the imme-

diate scope of binominals, to metonymy, lexical semantics and beyond. As such, I 

make a contribution to cognitive linguistics as well as linguistic typology. 

 
1 A more precise definition of binominal lexeme is developed in §1.2.4. 
2 The term ómeaningô as used here reflects the usage in WOLD. See §3.1. 
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1.1 Background 

In this introductory chapter I describe the genesis of the present study in personal 

terms and, at the risk of taking my linguist readers out of their comfort zone, I start 

in the context of my earlier work in the field of information technology. Hopefully 

the relevance will soon become apparent; if not, it will definitely do so later. 

1.1.1 Topic Maps and associative thought 

Before becoming a linguist I devoted ten years of my life to developing, promoting 

and implementing a radically new approach to information management called 

Topic Maps (Pepper 2002; 2010a). Topic Maps1 is based on a simple model that 

emerged from an attempt to formalize the structure implicit in finding aids such as 

back-of-book indexes, glossaries and thesauri, all of which involve some form of 

knowledge representation. (I return to this topic in §9.3.) The core of the Topic Maps 

model consists of topics, associations and occurrences (hence the title of my 2002 

paper, The TAO of Topic Maps). TOPICS represent the subjects of interest in the 

domain covered by the topic map; ASSOCIATIONS represent relationships between 

those subjects; and OCCURRENCES are a special kind of association that links in-

formation about the subject to the topic that represents it. 

For example, in the domain of Italian opera, some key subjects are the composer 

Puccini, his operas Tosca and Madame Butterfly, and the city Lucca, where he was 

born, all of which can be represented by topics. Various relationships between 

these subjects, such as the fact that Tosca and Madame Butterfly were composed 

by Puccini, or that the composer was born in Lucca, can be expressed using asso-

ciations; and information that pertains to these subjects, such as a biography of 

Puccini, a map of Lucca, or the libretto of Madame Butterfly, can be linked to the 

relevant topics as occurrences (Figure 1). 

Topics, associations and occurrences can all be classified by type: Puccini can be 

assigned to the type ópersonô or ócomposerô; the nature of his relationship with 

Madame Butterfly specified as ócomposed byô; information resources characterized 

as óbiographyô, ólibrettoô, ómapô, and so on. The concepts TOPIC TYPE, ASSOCIA-

TION TYPE and OCCURRENCE TYPE are all part of the core Topic Maps model (and 

incidentally, they are also topics). 

 
1 It is the convention to use initial capitals to refer to the technology itself or the ISO specification 

(in the singular; hence, ñTopic Maps isò), and all lower case when referring to the document-like 

artefacts, a kind of semantic map, that the standard describes (hence, ñtopic maps areò). 
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Figure 1: The TAO model 

The relationship between a topic and its type is actually a built-in association type 

(óinstance ofô), which is privileged in the model because of its ubiquity and im-

portance in knowledge modelling. Another predefined association type, ósubtype 

ofô, represents the relationship between types at different levels of schematicity, 

such as those between the topic types óoperaô­ówork of artô­ óproductô, or between 

the association types ócomposed byô­ócreated byô­ óproduced byô (Figure 2). 

Notice that the kind (or type) of role played by a topic in an association (here, 

óworkô and ócomposerô) can also be specified explicitly. There is more to the model, 

including facilities for handling context, naming and identification, but these need 

not concern us here. 

 
Figure 2: The anatomy of an association 

(after Pepper 2010a) 

composed by

born in

composed by

Puccini

Tosca

Lucca

Madame
Butterfly
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In my work with Topic Maps I was continually struck by parallels with natural 

language. On reflection, this should not come as any surprise. After all, Topic 

Maps is a way of representing human knowledge, and natural language ï in addi-

tion to its others functions ï is also a form of knowledge representation. I often 

wondered how the one might inform our understanding of the other, and in partic-

ular, how an understanding of language might inform the ways in which we use 

Topic Maps, and the further development of the standard. Viewing computer-ori-

ented models such as this from the perspective of language seemed to me a much 

more exciting and worthwhile endeavour than the mainstream approach of viewing 

language from a computational perspective. 

Some of the parallels are obvious. Topics are like nouns in that they prototypically 

denote objects or óthingsô, while associations are like verbs in that they represent 

various kinds of relationship; associations of different arities (unary, binary, ternary) 

resemble clauses of different valencies (intransitive, transitive, ditransitive); role 

types correspond (albeit at a finer level of granularity) to semantic roles (agent, 

patient, etc.); the ability to view and traverse an association from different directions 

is reminiscent of profiling in active and passive constructions; the ability to reify 

associations (and treat them as topics) is analogous to nominalization; and so it 

goes on. 

The Topic Maps model turned out to be extremely intuitive and very easy for users 

to understand. I believe the reason for this is because it reflects the way people 

think. This was eloquently expressed by Vannevar Bush in 1945 in his seminal 

paper, As we may think: 

The human mindéoperates by association. With one item in its grasp, it snaps in-

stantly to the next that is suggested by the association of thoughts, in accordance with 

some intricate web of trails carried by the cells of the brain. It has other characteristics, 

of course; trails that are not frequently followed are prone to fade, items are not fully 

permanent, memory is transitory. Yet the speed of action, the intricacy of trails, the 

detail of mental pictures, is awe-inspiring beyond all else in nature (Bush 1945). 

Bushôs paper drew attention to the importance of associative relations in the field 

of information management, where hierarchical classification had hitherto ruled 

the roost. It inspired much subsequent work on hypertext, including the ideas of 

Ted Nelson (who coined the term hypertext), Doug Engelbart (who implemented 

it in Augment) and Bill Atkinson (developer of Appleôs Hypercard application), 

and eventually it played a central role in Tim Berners Leeôs invention of the World 

Wide Web (Pepper 2007). The models that underlie todayôs cutting-edge semantic 



Chapter 1. Towards a comparative concept 

2020-11-11  5 

technologies ï such as RDF (Shadbolt & Gibbins 2010) and Topic Maps (Pepper 

2010a) ï are based on associative relations between entities and directly or indirectly 

inspired by Bush and his reflections on how the mind works.1 

So what does all of this have to do with binominals? Well, it explains my interest 

in compounding, in particular noun-noun compounding, as I explain below, and it 

plays an important role in the discussion of associative relations in Chapter 9. 

1.1.2 Nominal compounding in Nizaa 

Fast forward to 2010. At the ripe old age of 57, Steve has finally figured out what 

to be when he grows up: he wants to be a linguist. Inspired by his encounter with 

Rolf Theil, a professor of linguistics at the University of Oslo with an extraordinary 

ability to infect his students with the passion he has for his subject, Steve has finished 

a BA and is now casting around for a suitable thesis topic for his MA in Language 

Documentation and Description at the School of Oriental and African Studies in 

London. Given the focus of the course, he decides to write about a ñlesser-studiedò 

language and approaches Rolf with the idea of using the latterôs unpublished field 

notes on the Cameroonian language Nizaa, collected during the 1980s. Rolf agrees 

and suggests a list of possible topics, including one which immediately resonates: 

nominal compounds in Nizaa. ñThere are quite a few, ò writes Rolf, ñand the weird 

thing is that there are both head first and head last compoundsò (p.c. 2010-03-25, 

my translation). The presence of both left- and right-headed compounds is very 

unusual cross-linguistically and thus deserving of study.2 

It struck me that noun-noun compounds have much in common with Topic Maps. 

A noun denotes a thing, which would be represented in a topic map by a topic (like 

the topics ópersonô and óoperaô in Figure 2). Furthermore, there is a relationship 

between the two constituents of a compound that resembles an association (such 

as ócomposed byô) between two topics. But that relationship is unstated and thus 

 
1 This despite my claim (Pepper 2008) that some of Bushôs ideas led people up the garden path. 
2 The other topics suggested by Rolf, for the benefit of anyone on the look-out for an MA topic, were: 

(1) Verbal inflection in Nizaa  The language has primarily aspectual categories, plus something that 

resembles free/conjunct in Fulfulde. (2) Verbal derivation in Nizaa  Many of the same categories as 

in Fulfulde, and then some. (3) Noun inflection in Nizaa  The language has primarily basic form, 

locative, plural and something that is either ñdefiniteò or ñspecificò. The latter will likely be the most 

challenging; it is expressed through a low tone on the end of the word.  (5) Word order in Nizaa Lots 

of fun to be had here. The basic structure is SVO, but with SOV when the verb is negative, and 

moreover with SxOV (x = aux). (6) Adjectives in Nizaa Like many other languages it doesnôt have 

that many, but it is interesting to study the kind of semantic domains they cover. 
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implicit; i t is more like a generic, untyped association: the ñsee alsoò relation in a 

back-of-book index, or the ñrelated termò (RT) relation in a thesaurus. The research 

question I posed was: Could an understanding of the nature of the relationships 

inherent in Nizaa compounds help explain the presence of two different com-

pounding strategies in Nizaa? 

It turned out that it could. Rolfôs handwritten word lists yielded over 500 likely 

compounds, 200 or so of them noun-noun compounds, with a 7:5 split between 

head-initial and head-final, thus confirming the two original claims. An analysis 

of the semantic relations then led to the striking discovery that while left-headed 

compounds exhibit one set of relations, right-headed compounds exhibit another 

and completely orthogonal set of relations (see Pepper 2010b: 41; 2016: 300). In all, 

15 different kinds of semantic relation were found among left-headed compounds 

and seven among right-headed compounds, but none of these relations occurred 

across both types of compound. In other words, left-headed compounds are built 

from a completely different set of semantic relations than right-headed compounds. 

The findings can be summarized as follows: 

¶ In right-headed compounds relations labelled PART, KIN  and POSSESSION pre-

dominate, e.g. cam қӐӐ [finger head] ófingertipô (PART-WHOLE) and ҟҙ͕ҙ͕Ǽ njew 

[horse iron] óbitô (POSSESSION). 

¶ In left-headed compounds there is a greater range of relations, many of which 

are more-or-less attributive, including LOCATION, RESEMBLANCE, PURPOSE, 

OCCUPATION and MATERIAL , e.g. n³³ c¼n [person tree] ócarpenterô (PURPOSE 

or OCCUPATION) and cam Ǽunnam [finger child:DIM] ólittle fingerô (RESEM-

BLANCE). 

An analysis of these results within the framework of Cognitive Grammar led to the 

postulation of my ñtwo-paths hypothesisò: namely that the two types of compound 

in Nizaa reflect two quite different ñpaths of mental accessò to the target concept: 

the one, in right-headed compounds, via a related concept, exploits what Langacker 

(1993) calls our ñreference point abilityò; the other, in left-headed compounds, via 

a superordinate concept, employs our general cognitive ability to categorize and 

sub-categorize. Thus FINGERTIP is conceptualized via the more salient concept of 

FINGER using a relation of contiguity, while CARPENTER is conceptualized as a sub-

type of the more salient concept of PERSON, suitably restricted by reference to the 

material used to carry out the profession. 

In Pepper (2010b:51) I also hypothesized that ñboth compounding strategies are in 

fact employed by most ï if not all ï languages; they just do not usually surface 
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quite so clearly [in the grammar] as in Nizaaò, and furthermore that ñthe same 

duality probably é underlies the widely accepted distinction between subordinate 

and attributive compoundsò proposed by Bisetto & Scalise (2005) (see Pepper 

2016 for further development of the latter idea). 

For a naïve MA student, this seemed like a major discovery; something that was 

worth following up in a doctoral project. For, if the study of compounding in a 

single, little known African language could reveal such an insight, what might not a 

large-scale cross-linguistic study of compounding bring to light? 

1.2 Binominal lexemes as a comparative concept 

1.2.1 The limitations of compounding 

Such was the genesis of the present project, whose initial goals were ñto document 

the cross-linguistic diversity of phenomena in nominal compounding, to test exist-

ing hypotheses regarding universals of compounding, and where possible to pro-

pose new generalizationsò (from the original project description). Phenomena to 

be studied included ñformal marking, head position (and its correlation with con-

stituent order in the clause and noun phrase) and semantic relations.ò 

Despite the enormous interest in compounding over recent decades, culminating 

in the publication of the Oxford Handbook of Compounding (Lieber & Ġtekauer 

2009a), very little typological work had been done. The one notable exception is 

Bauerôs (2001) study of a genealogically and areally well-balanced sample of 36 

languages (§2.1.1). Therefore, as a journeyman piece, and to test the project idea, 

my project plan called for a pilot study to replicate Bauerôs work. This was in the 

spirit of the ñre-doing typologyò debate in Linguistic Typology 10(1), except that I 

chose to focus on nominal compounding rather than compounding in general. The 

reason for this departure from Bauerôs design was a feeling that neither his paper 

nor other cross-linguistic studies of compounding, specifically Guevara & Scalise 

(2009) and Ġtekauer, Valera & Kºrtv®lyessy (2012), had lived up to their potential 

in terms of producing new and compelling insights. My preliminary diagnosis for 

this was that the attempt to cover the whole gamut of compounding had obscured 

some really interesting cross-linguistic patterns (see §2.1). Restricting the object 

of study to noun-noun compounds (or more precisely, determinative noun-noun 

compounds, see below) might be more fruitful, and would also fit better with the 

Topic Maps-inspired approach I was thinking of taking. 
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The pilot study provided interesting insights into the issues involved in replicating a 

typological survey, but it also revealed the need to define the object of study in 

terms of a semantically or functionally defined ócomparative conceptô. It was ap-

parent that the consequence of not doing so would be to restrict the scope of the 

investigation to something formally precise and uncontroversial but rather innoc-

uous and uninteresting (e.g. ñroot compoundsò), and/or risk having to continually 

defend a very broad notion of compounding against those who will argue that most 

of my examples are not compounds at all but something else. In other words, a 

new approach was required. 

1.2.2 The potential of binominal lexemes 

My intention had all along been to conduct a typological study in line with the kind 

of best practices advocated by functionalists like Matthew Dryer and Martin 

Haspelmath. One such best practice is to start out from a comparative concept that 

is not based on formal, language-specific descriptive categories (Haspelmath 

2010). My starting point was noun-noun compounds, but it is well-known that com-

pounding is notoriously hard to define, especially cross-linguistically (see inter alia 

Bauer 2001; Lieber & Ġtekauer 2009b; Bauer 2017). Linguists disagree profoundly 

on what is and what is not a compound. An extreme example of this was Paolo 

Ramatôs statement in his opening keynote at the Word-Formation Theories II con-

ference in Koġice, Slovakia in June 2015 that German Regierungschef [govern-

ment:LE:head] óhead of governmentô is not a ñtrueò compound because it contains 

a linking element, -s-.1 Other linguists dispute whether a construction involving 

prepositions, such as French chemin de fer, is a compound (some might admit them 

as compound phrases or prepositional compounds, cf. Bauer 2001: 705), and no-

one ï to my knowledge ï has ever entertained the idea that Russian ģeleznaja 

doroga might be a compound. 

Now, what interests me, as is surely apparent by now, is the way in which speakers 

bring together two nominal concepts in order to name a new concept. That being 

the case, a lexical unit like chemin de fer is just as interesting as a ñtrueò compound 

like English railway, German Eisenbahn and Norwegian jernbane. Furthermore, 

English solar energy and Czech sluneļn² energie [sun:ADJZ energy] are just as 

worthy of investigation as Norwegian solenergi [sun:energy] and German Sonnen-

energie [sun:LE:energy], since they involve the same relation (usually denoted Á) 

ï in this case ñfromò or ñproduced byò ï between the same two concepts ï SUN and 

 
1 Paolo has since informed me that he was being deliberately provocative, but the point stands. 
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ENERGY ï to denote the same target concept ï SOLAR ENERGY, and thus presumably 

involve the same underlying associative processes. All of these examples can be 

reduced to three basic constructions: NN, N PREP N and N.ADJZ N. What they have 

in common (over and above their function as naming units) is that their major 

constituents represent two nominal concepts (RAIL , IRON, WAY ; SUN, ENERGY; 

GOVERNMENT, CHIEF) and that Á is unstated (or underspecified). This solves the 

above-mentioned definitional impasse by pointing towards a cognitive-functional 

comparative concept. If we ask ourselves, what is the primary function of noun-

noun compounds, the answer seems to be: to provide generic names for complex 

concepts utilizing the names of two existing concepts between which there is an 

implicit, but unstated, relation. Noun-noun compounding can thus be characterized 

as a binominal naming strategy and my project becomes, in informal terms, a cross-

linguistic study of noun-noun compounds and their functional equivalents, with 

my comparative concept óbinominal lexemeô (or just óbinominalô), provisionally 

defined as: 

(1) binominal lexeme (provisional) 

 a lexical item that consists primarily of two nominal constituents and whose 

function is to name a complex concept that involves an unstated (or under-

specified) relation between two entities 

The term ólexemeô is used in the sense of a lexical item that has a naming, rather 

than a descriptive function, cf. Booij (2009). Ġtekauer (1998: 165, fn.2) prefers the 

term ónaming unitô for what is essentially the same thing: 

I consistently use the term naming unit when referring to units generated within my 

approach to word-formation. This term was first suggested by V. Mathesius (1975). In 

my approach, it substitutes for terms like word, lexeme, lexical unit, etc. because of 

their inconsistent use and varying connotations in linguistic literature. 

However, the term óbinominal naming unitô is rather unwieldy, and so I have opted 

for binominal lexeme instead.1 

The definition above is a good first approximation, but several issues remain. It had 

all along been my intention to exclude coordinative compounds, such as Hmong 

Daw zaub-mov [vegetable-rice] FOOD or Vietnamese bΧ mΎ [father mother] PARENTS 

from my study, since their typology has been described by Wälchli (2005). This is 

accomplished by clarifying that the relation should not be what Koch (2001: 1144) 

describes as a relation of ñco-taxonomic similarity between subordinate concepts of 

 
1 Unlike Aronoff (1976:xi), I had no personal reason to avoid the term ólexemeô. 
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the same superordinate conceptò; that is, by specifying that my research topic is 

restricted to determinative noun-noun compounds and their functional equivalents. 

Another, more serious, problem is that I also want to exclude synthetic compounds 

like truck driver, in which the head is a deverbal noun. There are two reasons for 

this. First of all, such constructions are inherently less interesting in terms of their 

semantic relations, because the relation between the two nominal constituents is 

stated explicitly: a truck driver is an agent who DRIVEs trucks; they correspond to 

the typed association ócomposed byô in Figure 2. Secondly, there is evidence from 

previous work that the presence of a verbal element may involve a different set of 

properties, related to argument structure; this, again, would complicate the typology 

unnecessarily.1 

1.2.3 An onomasiological perspective 

An answer to the dilemma concerning synthetic compounds is to be found via Pavol 

Ġtekauerôs (1998) classification of ñonomasiological typesò. The onomasiological 

approach to linguistics in the field of word-formation was pioneered within the 

Prague school of linguistics by Miloġ Dokulil (1962; 1994).2 Its purpose, according 

to Ġtekauer, is to reveal ñhow cognitively grounded categories are linguistically 

represented through the word-formation processesò (Ġtekauer, Valera & 

Körtvélyessy 2012: 237). In considering the product of word-formation, Ġtekauer 

(1998: 10) discerns five Onomasiological Types of naming unit, based on the pres-

ence or absence of the óonomasiological markô, and the status of the latter. The 

óonomasiological baseô (B) is essentially equivalent to the semantic head and is 

assumed always to be present. The mark is a conceptual modifier that can be either 

simple (S) or complex; the latter consists of a determined (or actional) constituent 

(A) and a determining constituent (D). 

The five types can be briefly characterized as follows (see also Figure 3):3 

 
1 The evidence includes Leviôs (1978) recourse to a separate syntactic process in order to account for 

compounds whose head is a ónominalizationô; Jackendoffôs (2009) need for two different compound 

schemata for noun-noun compounds (the argument schema and the modifier schema); and Tratz & 

Hovyôs (2010) experience with ñsignificant overlapò between their PURPOSE and OBJECT categories 

(and their consequent decision to remove the latter from their taxonomy). 
2 Unfortunately, much of the literature is in Czech or Slovak and inaccessible to many linguists. 
3 Ġtekauer has since extended this model, first with a sixth type (Körtvélyessy, Ġtekauer & Zimmer-

mann 2015) and then to an eight-type model (Ġtekauer 2016). I have argued (Pepper 2018) that these 

changes are inconsistent and that they destroy backwards compatibility unnecessarily. However, the 

first three types, which are most relevant to the present discussion, are the same in all three versions 

of the model, so I refrain from discussing the matter further here. 
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OT1 all three constituents are present in the naming unit ­ BAD 

e.g. truck driver < TRUCKD+DRIVEA+AGENTB 

OT2 the determining element of the mark D is omitted ­ BA 

e.g. driver < ØD+DRIVEA+AGENTB 

OT3 the determined (actional) element A is omitted ­ BD 

e.g. trucker < TRUCKD+ØA+AGTB 

OT4 the mark is simple ­ BS 

e.g. blackbird < BLACKS+BIRDB 

OT5 no mark = the absence of onomasiological structure ­ B 

e.g. timeVERB < TIMENOUN 

 

Figure 3: The five basic onomasiological types 

(after Ġtekauer 1998) 

My comparative concept of binominal lexeme is thus identical to Onomasiological 

Type 3: binominals are complex naming units consisting of an onomasiological base 

and the determining element of the onomasiological mark, but without the deter-

mined, i.e. actional, element (hence the unspecified nature of the semantic relation). 

Adopting this onomasiological perspective has a number of important consequences. 

Firstly, synthetic compounds are ruled out of scope. Because of the presence of the 

actional element (DRIVE), they are Onomasiological Type 1, not Type 3. The ono-

masiological perspective thus provides a theoretical underpinning and further justi-

fication for the decision to exclude such compounds from the study. Secondly, as 

derivational affixes and lexical roots are accorded the same status in the onomasi-

ological model, nouns derived from other nouns, such as Slovak ģeleznica 

[iron.ADJZ.NMLZ] RAILWAY , must be included. So, too, must noun classifier con-

structions, such as Bora túú.heju [nose.CM(hole)] NOSTRIL. This fits nicely with the 

constructionist view underlying my choice of research topic, in that it opens up the 
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possibility of investigating some aspects of the syntax-morphology-lexicon contin-

uum. And thirdly, colour terms and other words representing qualities are out of 

scope when they function as the onomasiological mark (as in blackbird), since such 

constructions are of Type 4. However, when they represent the base, as in Takia 

patun kdabogan [egg:3SG yellow:3SG] YOLK , lit. ñyellow of eggò, they are in scope 

(see further page 105 ff ). 

1.2.4 Defining the object of study 

Ġtekauerôs model of onomasiological types provides a satisfying motivation for 

regarding binominal lexemes as a cross-linguistic category, and for justifying the 

exclusion of synthetic compounds and the inclusion of both denominal derivations 

and classifier constructions. Unfortunately, though, this model is not widely known 

or generally subscribed to, so there is a need to define my object of study in more 

theoretically neutral terms. This can be accomplished by refining the provisional 

definition given in (1) in such a way as to render synthetic compounds out of scope 

and denominal derivations and classifier constructions in scope. 

The first objective could be achieved by adopting Haspelmathôs (2012) term óthing-

rootô, defined as ña root that denotes a physical object (animate or inanimate)ò, in 

place of ónominal constituentô. This obviously excludes driver, since DRIVE is 

an óaction-rootô, ña root that denotes a volitional actionò in Haspelmathôs terms. 

However, the term óthing-rootô does not include nominalizing affixes like the -ica 

in ģeleznica. In order to include these, I require a subdivision of affixes parallel to 

Haspelmathôs subdivision of roots into thing-root, action-root and property-root. I 

therefore propose the terms óthing-affixô, óaction-affixô and óproperty-affixô, and 

define the first of these as ñan affix that denotes a physical object (animate or 

inanimate)ò. Then, since roots and affixes are both morphs (i.e. minimal linguistic 

forms, Haspelmath 2020), I propose the superordinate concept of óthing-morphô to 

cover both (2). 

(2) thing-morph 

 a morph that denotes a thing (prototypically a physical object, animate 

or inanimate) 

The definition in (2) differs significantly from Haspelmathôs definition of thing-

root (over and above replacing root with morph) in that it allows for the inclusion 

of non-prototypical thing-morphs that profile more abstract entities than physical 

objects. 
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Having thus introduced the notion of thing-morph, I can now amend the provisional 

definition in (1) in such a way that nouns derived from other nouns (denominal 

derivation) and noun classifier constructions come within its scope, and synthetic 

compounds (and other forms involving an actional element) are excluded (3). 

(3) binominal lexeme (final) 

 a lexical item that consists primarily of two thing-morphs and whose 

function is to name a complex concept that involves an unstated (or under-

specified) relation between two entities 

The word óprimarilyô makes it clear that additional morphological material may be 

present, provided that its function is grammatical. The functional part of the defi-

nition is actually redundant, since there will  always be some kind of relation between 

the entities profiled by the thing-morphs in such a lexical item. However, the addi-

tional clarification does no harm, and serves to make the underlying concept clearer, 

so I choose to leave it in. It also serves to direct attention to the semantic relation, 

which will become a major concern from Chapter 6 onwards. 

Henceforth the term óbinominalô will be used as a shorthand for binominal lexeme, 

and the term óbinominal constructionô will  refer to schemas that are instantiated by 

individual binominals, such as Mod.Head for typical Germanic ñrootò compounds 

and Head PREP Mod for Romance ñprepositional compoundsò. Constructions that do 

not name a generic concept are not covered, even if the term used by other linguists 

includes the word óbinominalô (4); see also Masini (2016). 

(4) *binominal quantifier constructions, such as Sp. un montón de amigas 

óa heap of friendsô (Verveckken 2015) 

 *expressive binominal NPs, like an angel of a child (Foolen 2004) 

 * type binominals, such as Fr. une espèce de baleine óa kind of whaleô 

(Mihatsch 2016) 

Informally, I describe binominals as noun-noun compounds and their functional 

equivalents. The examples in (5), all of which mean RAILWAY  unless otherwise 

stated, illustrate some of the variety and offers a taste of things to come. As noted 

above, synthetic compounds are out of scope; so too are NVN constructions such 

as Vietnamese bυa Łn s§ng [meal eat morning] BREAKFAST, in which the deter-

mined element of the onomasiological mark is also present; contrast this with 

Kildin Sami ǭnc.esô.pierrk [morning.ATTR.meal] which has the same nominal 

constituents but lacks the actional constituent. Also out of scope are compounds 

composed of a noun plus an adjective (unless the adjective is denominal, as in the 

case of ģeleznaja doroga). 
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(5) a. root compounds: German eisen.bahn [iron.track]  

b. compounds with linking elements: Greek siŭir.o.ŭromos [iron.LE.road] 

c. prepositional compounds: French chemin de fer [way of iron] 

d. relational compounds: Russian ģelez.naja doroga [iron.ADJZ road] 

e. genitival lexemes: Bezhta kil.o.s hino [iron.OBL.GEN way] 

f. construct case lexemes: Hebrew mesila.t barzel [track.STC iron]  

g. izafet constructions: Turkish demir.yol.u [iron.road.POSS:3SG] 

h. denominal nominalizations: Slovak ģelez.n.ica [iron.ADJZ.NMLZ ] 

i. double-marking: Western Farsi surǕx.e bin.i [hole.EZ nose.ADJZ] NOSTRIL 

j. classifier constructions: Bora túú.heju [nose.CM(hole)] NOSTRIL 

The comparative concept of binominals as used in the present work is novel, but it 

is not entirely without precedent. It is in some sense present, lurking (so to speak) 

in the background and waiting to be discovered, in three studies discussed in the 

next chapter, viz. Levi (1978) on ócomplex nominalsô (Ä2.3.1), Rainer (2013) on 

órelational adjectives and their competitorsô (Ä2.3.2), and Bauer & Tarasova (2013) 

on óadnominal1 nominal modificationô (§2.3.3). 

1.3 Theoretical framework 

The present study is conducted within the framework of Bill Croftôs elaboration of 

traditional Greenbergian typology, known as Radical Construction Grammar. This 

framework proceeds from three basic assumptions regarding morphosyntax: 

The first is that the proper unit for grammatical analysis is a (morphosyntactic) con-

structioné [T]he second assumption is that one must always investigate a construction 

with respect to how its morphosyntactic form expresses its function, which in our anal-

ysis includes both meaning and information packaging. These first two assumptions 

are shared by construction grammaré and the second assumption is characteristic of 

functionalist theories of grammatical structureé The third assumption is that one must 

always examine how the morphosyntactic expression of a function varies across lan-

guages. The third assumption, combined with the first two, is the hallmark of linguistic 

typology (Croft forthc.). 

In describing the function of constructions, Croft advocates separating semantic 

content from what he calls óinformation packagingô. Semantic content is described 

in terms of three basic semantic classes: objects, properties and actions; information 

packaging is organized around the following skeletal structure: 

 
1 In the framework employed here, the term ómodificationô is only used with respect to referring 

expressions, so the word óadnominalô is superfluous and will generally be omitted in this context. 
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¶ reference ï what the speaker is talking about 

¶ predication ï what the speaker is asserting about the referents in a particular 

utterance 

¶ modification ï additional information provided about the referent. 

Semantic 
class 

Propositional act 

reference modification predication 

object 

UNMARKED 

NOUNS 

genitive, 

adjectivizations, 

PPôs on nouns 

predicate nominals 

property 
deadjectival nouns UNMARKED 

ADJECTIVES 

predicate adjectives 

action 

action nominals, 

complements, infini-

tives, gerunds 

participles, 

relative clauses 

UNMARKED 

VERBS 

Table 1: Croftôs grid of basic cross-linguistic constructions 

Since all three semantic classes can refer, modify or predicate, a 3×3 grid of basic 

cross-linguistic constructions is obtained (Table 1); cf. Croft (1991: 67; 2001: 88; 

2003: 185; forthc.: 13, 29). In this model, 

The nominal modifier construction (cxn) expresses modification with an object con-

cept.  The most common type of nominal attributive phrase is the possessive or geni-

tive phrase as in The boyôs bicycle. English uses a distinct construction with the clitic 

-ôs (Croft forthc.: 41ï42). 

Binominals are a special kind of nominal modifier construction in which a process 

of lexicalization is underway (and which may proceed as far as univerbation). In 

terms of Koptjevskaja-Tammôs distinction between anchoring and non-anchoring 

relations in adnominal possession, discussed in §7.2.1, binominals correspond to 

the non-anchoring type. Again, though, they are situated towards the lexical end of 

the syntax-morphology-lexicon continuum. They are therefore ideal for exploring 

this continuum: as naming units they are all part of the lexicon, but while some 

(such as chemin de fer) are ósyntacticô or óphrasalô in nature, some (like ģeleznica) 

are ómorphologicalô, while others (eisenbahn) are ñproblematicò (Jackendoff 2009) 

in a theory with a strict division between lexicon and grammar. 

The present study is firmly situated within traditional Greenbergian typology, but 

it does not belong to either morphological or syntactic typology as traditionally 

understood. It belongs more properly to lexical typology, despite the fact that it is 
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broader in many respects than most studies within that subfield. As Kibrik  (2012) 

points out, the latter ñusually focuses on rather restricted and specialized domains 

such as color terms, kinship terms, body part terms, or motion-in-water verbsò. In 

his own work Kibrik aims to pose more general questions, and the paper cited here 

proposes ñan approach to profiling the verbal lexical system of a language in its 

entiretyò (p. 496). I do not presume to suggest that my study does the same with 

respect to the nominal lexical system, but perhaps it is a contribution to such a goal. 

1.4 Design of the study 

1.4.1 An empirical, data-driven approach 

The experience of replicating Bauer (2001) through the pilot study mentioned in 

§1.2.1 made it clear that descriptive grammars would not be the best source for the 

kind of data needed for a broad cross-linguistic study of binominals. Most grammars 

cover compounding in one way or another, albeit often briefly and with few examples, 

as witness experiences reported by Bauer (see page 24) and Guevara et al (see page 

34). But very few grammars make specific reference to other kinds of binominal 

word-formation, let alone describe them in any detail or discuss how they compete 

with one another within the language in question. It is as if the functional equivalents 

of compounding fall between two stools: they do not belong to ómorphologyô (and 

its subdomain, word-formation), because they have a phrasal aspect, but neither do 

they belong to ósyntaxô, because they are lexical. Grammars would do well to start 

including a separate chapter on the lexicon and the strategies by which it is enriched. 

The seeds of an alternative approach to the use of grammars were sown for me by 

Pierre Arnaudôs (2004a) study, which compares compounding in 13 languages by 

first establishing a list of 29 concepts (or meanings) and then investigating how 

these are named. That such an onomasiological approach could work on a larger 

scale was confirmed by Matthias Urbanôs (2012) dissertation, and when I then 

came across the World Loanword Database (Haspelmath & Tadmor 2009a), I was 

presented with both a principled method of constructing a list of meanings (§3.1) 

and a way to kick-start my data collection (§3.3). All of the above-mentioned studies 

are described more fully  in Chapter 2, along with seminal studies of compounding 

(§2.1) and word-formation (§2.2) in cross-linguistic perspective. Taken together, 

these works inspired the design of the present study, which is a detailed analysis 

of binominal lexemes representing 100 meanings across 106 languages, based on 

10,754 data points. Details of how the meanings and languages were selected, how 

the data was gathered, and how it was analysed are given in Chapter 3. 
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1.4.2 Research questions 

Since binominals as such have not previously been identified as an object of study, 

it was only possible at the outset to formulate very general research questions, 

which reflect the exploratory, data-driven nature of the present study: 

¶ What is the extent and diversity of binominal word-formation in the worldôs 

languages? In other words, what are the functional equivalents of noun-noun 

compounds in the worldôs languages? 

¶ How can binominals be classified typologically, in terms of morphosyntactic 

structure and semantic relations? 

¶ What generalizations can be made and how can these be explained? 

¶ How do the preference patterns exhibited by individual languages correlate 

with areal, genetic and typological features? 

¶ How do binominal strategies relate to strategies for expressing attributive pos-

session? 

More precise research questions emerged from the data as the study progressed 

and are elaborated in Chapters 7 and 8. 

1.5 Structure of this work 

Croft (2003: 2) offers three linguistic definitions of typology that correspond to 

ñthe three stages of any empirical scientific analysisò, viz. classification (based on 

observations of empirical phenomena), generalization (in this case, the formulation 

of language universals) and functional-typological explanation. These are expanded 

by Song (2007: 9) into five stages of ñdoing typologyò as follows: 

(a) identification of a phenomenon to be investigated 

(b) generation of a language sample 

(c) creation of a typological classification 

(d) formulation of a typological generalization 

(e) explanation of the typological generalization 

While this scheme is slightly artificial, in the sense that scientific research does not 

proceed in such discrete steps, I largely follow this scheme in the structure of the 

present work. The first stage has been covered in this chapter and will be further 

elucidated in the literature review that follows (Chapter 2, Earlier work). There I 

discuss work that influenced my choice of comparative concept and research design. 

This includes cross-linguistic studies of word-formation (especially compounding), 

studies that prefigure the concept of binominals, and large-scale, typological studies 



The typology and semantics of binominal lexemes 

18  2020-11-11 

that take a broadly onomasiological approach. (Other work that pertains to more 

specific topics is discussed in the appropriate context). 

Chapter 3, Meanings, languages and data, covers the second of Songôs five stages. 

I start out by treating in some detail the important methodological issue of how I 

selected the meanings and to what extent they can be considered representative 

(§3.1). I then describe and evaluate the language sample (§3.2), my sources of data 

(open database, questionnaires, dictionaries and grammars) and the challenges posed 

by each of them (§3.3). 

Chapter 4 covers the preliminary data annotation (ñcodingò) that preceded the de-

velopment of the typological classification. Among the issues discussed are how 

to identify binominals (§4.1); how to identify the head when both major constitu-

ents are thing-roots (§4.2.1), and when one of them is a thing-affix (§4.2.2); how 

to define constructions (§4.3); and basic data analytics (§4.4). 

In Chapter 5, Typological classification, I present a classification of morphosyntactic 

strategies (Songôs third stage), following a discussion of a number of theoretical 

prerequisites in which I have recourse to the work of Koptjevskaja-Tamm and 

Croft. Among other things, I raise issues associated with the use of hierarchical 

classifications and put forward an alternative approach, using a two-dimensional 

grid. I also consider the issue of gradience, including how it can be captured in a 

visual representation. Finally I present statistics regarding the distribution of the 

nine basic strategies that I have identified in the data. 

In Chapter 6, Semantic relations, I develop a second classification, based on the 

unstated (or underspecified) relation between the two nominal constituents of a 

binominal. Again I start out with theoretical prerequisites, this time invoking Bauer 

& Tarasova and Janda. After reviewing the literature and having a rant, I make a 

point of not reinventing the wheel: instead I reuse two pre-existing systems: 

Hatcherôs high-level (schematic) system of four relations, and Bourqueôs low-level 

system of 25 relations. I suggest minor amendments to Bourque and a significant 

extension to Hatcher, and then follow Arnaudôs example by integrating the two 

into a single whole: the Hatcher-Bourque classification. The chapter concludes 

with statistics regarding the distribution of semantic relations in the data. 

In Chapter 7, Typological generalizations, my goal is to formulate generalizations of 

the kind appropriate to Songôs fourth stage. Three topics are considered: word order 

(§7.1), the relationship between possessives and binominals (§7.2), and the hypoth-

esis of a correlation between binominal strategies and semantic relations (§7.3). 
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In Chapter 8, Conceptual generalizations, I depart temporarily from traditional 

Greenbergian typology in order to investigate whether the data can provide insights 

into matters more related to conceptual organisation. First I look for evidence to 

support my two-paths hypothesis (§8.1) and then present two dichotomies and a 

cline that are suggested by the data: head-framing versus modifier-framing (§8.2), 

relational and sortal nouns (§8.3) and species-framing versus attribute-framing 

(§8.4). 

In Chapter 9, A model of associative relations, I probe deeper into the realm of 

Cognitive Linguistics in an attempt to develop an overarching model of associative 

relations that can encompass not just the semantic relations discussed in Chapter 6, 

but also metonymic relations (§9.1) and cognitive relations as understood in lexical 

typology (§9.2). I then once again force the linguist reader out of her comfort zone 

in order to show how Topic Maps can enrich the discussion (§9.3), before proposing 

a model of associative relations called the PHAB model (§9.4). 

Chapter 10, Conclusion, offers a brief summary, discusses the contribution to science 

of the present work, and indicates areas for further research. 

The appendices are as follows: 

A A list of languages cited (ordered by ISO code for ease of reference), to-

gether with the family and genus to which they belong and the area in 

which they are spoken (page 381). 

B A list of every source of data and grammatical information for each of the 

languages in the sample, ordered by language name (page 385). 

C The list of meanings, how they are categorised, and various statistics as-

sociated with them (page 391). 

D An inventory of possessive and binominal constructions and the strategies 

they embody, ordered by area, genus and language, with an example of 

each (page 393). 

E The complete binominal data set (page 446). 

F A summary of the database structure (page 483). 

G The questionnaire sent to contributors (page 485). 

H Various tables that were too large for the main body of the work (page 487). 

In the spirit of the ñre-doing typologyò debate in Linguistic Typology 10(1), and 

in order to encourage reuse and replication, the data and scripts used in this project 

are all available for free download from the Tromsø Repository of Language and 

Linguistics, https://dataverse.no/dataverse/trolling. 

https://dataverse.no/dataverse/trolling


The typology and semantics of binominal lexemes 

20  2020-11-11 

 



Chapter 2. Earlier work 

2020-11-11  21 

2 Earlier work 

The topic of binominal lexemes as conceived in this study has not previously been 

investigated as such, and there are no cross-linguistic studies of binominals from 

either an onomasiological nor any other perspective. The most relevant work, in 

terms of helping me arrive at my comparative concept and the onomasiological 

methodology, falls into four categories: 

¶ Cross-linguistic studies of specific types of binominal, in particular noun-noun 

compounds 

¶ More general cross-linguistic studies of word-formation 

¶ Studies that prefigure the concept of binominals 

¶ Large-scale typological studies that employ an onomasiological approach 

In this chapter I discuss each of these in turn, in particular those aspects that helped 

shape the present work. In §2.1 Compounding I consider Bauer (2001), Arnaud 

(2004b), Scalise & Bisetto (2009), the Morbo/Comp project directed by Sergio 

Scalise at the University of Bologna, and Guevara & Scalise (2009). In §2.2 Word-

formation I discuss Aikhenvald (2007) and Ġtekauer, Valera & Körtvélyessy 

(2012). In §2.3 Prefiguring binominals I present three studies that in one way or 

another anticipate the concept of binominals without actually recognizing it as a 

category: Levi (1978), Rainer (2013), and Bauer & Tarasova (2013). Finally, in 

§2.4 Morphological complexity I describe two studies ï Haspelmath & Tadmor 

(2009) and Urban (2012) ï that helped me fine-tune the onomasiological method-

ology that I wanted to adopt. 

Other literature, some of it of crucial importance to my work, will be presented and 

discussed in later chapters where it is most relevant: in Chapter 5, Typological 

classification, Koptjevskaja-Tammôs (2002; 2003) and Croftôs (2003) typologies of 

possessive constructions; in Chapter 6, Semantic relations, the work of Hatcher 

(1960), Bauer & Tarasova (2013), Bourque (2014) and Arnaud (2016) on the 

semantics of compounding, and of Janda (2011) on metonymy in word-formation; 

in Chapter 7, Typological generalizations, Koptjevskaja-Tamm (2004) on anchoring 

and non-anchoring relations and Kochôs (2001) idea of motivational grids; and in 

Chapter 8, Conceptual generalizations, Peirsman & Geeraertôs (2006) inventory 

of metonymic relations and Blankôs (2003) work on conceptual associations. 
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2.1 Compounding 

2.1.1 Bauer (2001) 

Bauer (2001) is a cross-linguistic survey of compounding based on a genetically 

and areally diverse sample of 36 languages (see Table 2). The sample comprises 

six languages from each of Dryerôs (1992) large linguistic areas (A, E, O, G, N, 

S) , with each language belonging to a different genus. 1 

Africa (A)  Australia / New Guinea (G) 

Hebrew HEB (Semitic)2  Yimas YEE (Lower Sepik-Ramu) 

Tswana TSN (Bantoid)  Kobon KPW (Madang) 

Yoruba YOR (Defoid)  Siroi SSD (Madang) 

Ewe EWE (Kwa)  Waskia WSK (Madang) 

Turkana TUV (Nilotic)  Mara MEC (Mangarrayi-Maran) 

Kanuri KNC (Saharan)  Arabana ARD (Karnic) 

Eurasia (E)  North America (N) 

Abkhaz ABK (Abkhaz-Adyge)  Kalaallisut KAL (Eskimo-Aleut) 

Chukchi CKT (Chukotko-Kamchatkan)  Kiowa KIO (Kiowa-Tanoan) 

Tamil TAM (Dravidian)  Tz'utujil TZJ (Mayan) 

Danish DAN (Germanic)  Dakota DAK (Siouan) 

Basque EUS (Basque)  Takelma TKM (Takelma) 

Finnish FIN (Finnic)  Shoshone SHH (Northern Uto-Aztecan) 

Southeast Asia & Oceania (O)  South America (S) 

Khmer KHM (Khmeric)  Paumarí PAD (Arawan) 

Vietnamese VIE (Vietic)  Hixkaryána HIX (Parukotoan) 

Maori MRI (Eastern Malayo-Polynesian)  Cayubaba CYB (Cayubaba) 

Batak Toba BBC (NW Sumatra-Barrier Isl)  Pirahã MYP (Pirahã) 

Yue Chinese YUE (Sinitic)  Imbabura Highl. Quichua QVI (Quechua II) 

Thai THA (Kam-Tai)  Paraguayan Guaraní GUG (Tupi-Guarani) 

Table 2: Language sample (Bauer 2001) 

 
1 According to Glottolog 2.7, three of the languages chosen to represent Australia/New Guinea 

(Kobon, Siroi and Waskia) are now considered to belong to the same genus (Madang). 
2 In Dryerôs classification, Africa includes Semitic languages of southwest Asia (e.g. Hebrew). 
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Bauer starts out by developing a definition of compound (6) which is only intended 

to present a ñfocal notionò of the way in which the term compound is used in the 

paper, since the author acknowledges that neither phonological, grammatical nor 

semantic isolation are necessary or sufficient criteria for compoundhood. 

(6) compound 

 a lexical unit made up of two or more elements, each of which can function 

as a lexeme independent of the other(s) in other contexts, and which shows 

some phonological and/or grammatical isolation from normal syntactic 

usage (p. 695).1 

Topics covered by Bauer include compound types, the order of elements, semantic 

relations, morphological and phonological effects, and how to delimit compounds 

from other multi-word lexical items, such as lexicalised phrases (Fr. comme il faut 

[as it is_necessary] óproperô; Fr. pomme de terre [apple of earth] ópotatoô; Eng. 

womenôs liberation and catôs paw; and Ger. Vergiß.mein.nicht [forget.me.not] 

óforget-me-notô). The discussion of compound types is based on PǕiniôs classifi-

cation of Sanskrit compounds: 

¶ tatpuru a (determinative) compounds in which one element modifies the other; 

¶ karmadhǕraya compounds are either adjective-noun (e.g. Eng. black.bird) or 

two nouns in apposition (e.g. Eng. fighter-bomber); 

¶ dvandva (copulative, aggregative, coordinative) compounds ñhave two or 

more words in a coordinate relation, such that the entity denoted is the totality 

of the entities denoted by each of the elementsò; 

¶ bahuvrǭhi (possessive, exocentric) compounds are exemplified by the name 

of the type, bahu.vrǭhi [much.rice] óa rich person (i.e. someone who owns a lot 

of rice)ô, cf. Eng. red.head; 

¶ avyayǭbhǕva compounds2 are mentioned by Bauer for the sake of complete-

ness, but not discussed since the term ñis not used by recent scholarsò; 

¶ upapada-samǕsa, (synthetic, verbal, verbal-nexus) compounds.3 

According to Bauer, the synthetic (or verbal) compound type is ñnot particularly 

well-definedò. While it has mostly been discussed with reference to the Germanic 

languages, such compounds are ñmuch more widespreadò. Bauer cites Lieberôs 

(1994) definition (ñcompounds whose head elements are derived from verbsò), but 

 
1 In this chapter, references with the form p. ## refer to the publication currently being reviewed. 
2 Uninflected adverbial compounds (http://learnsanskrit.org/nouns/compounds/avyayibhava) 
3 Bauer does not use the Sanskrit term for this type of compound. 
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points to a lack of agreement concerning the kinds of derivation to be included.1 

According to Bauer, ñmuch of the discussion of these compounds in the literature 

has centred on the fact that the modifying element in the compound is (usually) 

interpreted as an argument of the verb from which the head element is derived.ò 

This observation alerted me to the fact such compounds may involve a different 

set of properties than root compounds and prompted me to exclude them from this 

study (cf. §1.2.2 and §1.2.3). 

Under the rubric ñmorphological effectsò, Bauer declares stem juxtaposition to be 

ñthe normò in compounding. Items linked by prepositions (e.g. Fr. chemin de fer 

[road of iron] órailwayô) are not considered here. Otherwise the constituents may 

be linked by ñsome kind of linking elementò (e.g. Khmer yian.ϸ.thaan 

[vehicle.LK .place] ógarageô), or through ñsome inflectional form of one of the ele-

mentsò (e.g. Yimas num.n numpran [village.OBL pig] ódomesticated pigô), and 

sometimes it may be unclear which of these is involved. Inflectional forms are 

usually case-markers and the most common are those used for possession, whether 

by marking the possessor (e.g. Fin. auto.n.ikkuna [car.GEN.window] ócar windowô) 

or the possessum (e.g. Takelma p!iyin sgéלxabǕ: [deer its:hat] ódeerskin hatô). How-

ever, other case markers are also found, including nominative, accusative, dative, 

ablative, instrumental, oblique, adessive and more. 

As for phonological effects, in addition to morphophonemic and morphotonemic 

changes that are ñconcomitants of the compounding process in languages such as 

Japanese and Namaò, Bauer provides examples of a number of processes in which 

phonological material is elided, ranging from the merger of two vowels, to the 

shortening of the first or even both elements, as in the Hebrew blend rakevel < 

rakevet + kevel [train cable] ócable carô. 

In his brief discussion of ñmeanings in tatpurua compoundsò, Bauer laments the 

lack of information in most descriptions regarding the kinds of semantic relations 

exhibited by compounds, but says that the available evidence suggests ï for some 

languages at least ï that there may not be any finite list of relationships.2 In his 

own sample, ñunderlying semantic relationships of locationò appear to be most 

common (e.g. Eng. furniture store, bone cancer), and the next most frequent type 

is where the head is made from the material in the modifier (e.g. Eng. sandcastle). 

 
1 Lieber classifies speech-synthesizer as a synthetic compound but not speech synthesis, on the 

grounds that synthesis is not (overtly) derived from synthesize. In Ġtekauerôs scheme (§1.2.3), these 

would be classified as Onomasiological Types 1 and 3, respectively. 
2 I return to this issue in Chapter 6, Semantic relations. 
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The evidence, he concludes, suggests that ñcompounds may be used prototypically 

to indicate location or source (especially if ómade fromô, ómade byô, óbelonging toô 

and ócoming fromô are all interpreted as sources).ò1 

Also of relevance to the present work is Bauerôs discussion of the correlations be-

tween the order of head noun and modifier in compounds with the order of (i) noun 

and adjective, and (ii) noun and possessor. Table 3 shows the results obtained for 

the noun-adjective comparison.2 Bauer comments that it is ñnot necessarily the 

caseò that the order of head and modifier nouns in a nominal compound reflect the 

order of noun and adjective, and he observes ña slight preferenceò for modifier 

noun + head noun structures (right-headed compounds), independent of the syn-

tactic order of adjective and noun. 

Word Order A E O G N S Total 

N-Adj & N-Mod 3 0 5 0 2 0 10 

N-Adj & Mod-N 2 1 0 4 2 2 11 

Adj-N & N-Mod 0 0 0 0 0 1 1 

Adj-N & Mod-N 0 4 1 1 2 1 9 

insufficient data 1 1 0 1 0 2 5 

Table 3: Order of noun-adjective and noun-modifier (Bauer 2001) 

What Bauer fails to observe is that his data actually reveal a very common kind of 

distribution in which ñthree types are attested and one type is not (or is extremely 

rare)ò (Croft 1990: 56). This becomes very clear if the data are represented in the 

form of a tetrachoric table, as in Table 4a. From this we can derive the implica-

tional universal Adj -N È Mod-N (that is, adjective-noun order implies modifier-

head noun order in compounds). Furthermore, it can be concluded that Mod-N (i.e. 

right-headedness) is the dominant order cross-linguistically, and that N-Mod (i.e. 

left-headedness) is the recessive order. The numbers come out slightly differently 

in my replication of Bauerôs study (mentioned earlier on page 7), which was based 

on the same sources but restricted to nominal compounds (Pepper 2015), but they 

still support the same implicational universal (see Table 4b). It is no longer possi-

ble to ascertain the reason for the discrepancy in the numbers, since the data points 

from which Bauer derived his tables are no longer extant (Bauer, p.c.). As for the 

 
1 My own results, presented in §6.4, suggest a different scale of frequency. 
2 The letters A, E, O, G, N, S stand for the six geographical areas Africa, Eurasia, Southeast Asia & 

Oceania, Australia/New Guinea, North America and South America. 
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replication study, no unambiguous order of head and modifier could be determined 

for six languages; three of these (Kanuri, Yue Chinese and Tz'utujil) have both 

left- and right-headed compounds, and three (Mara, Kalaallisut and Hixkaryána) 

appear not to have compounds at all. Moreover, in Tz'utujil adjectives may appear 

either before or after the noun. (The language that exhibits the ñextremely rareò 

combination of adjective-noun and head-modifier orders is Cayubaba.) 

 N-Mod Mod-N   N-Mod Mod-N 

N-Adj 10 11  N-Adj 9 13 

Adj-N 1 9  Adj-N 1 7 

(a) Bauer 2001  (b) Pepper 2015 

Table 4: Noun + Adjective tetrachoric tables 

(Bauer 2001; Pepper 2015) 

Turning to the correlation between the order of head and modifier and the order of 

possessor and possessum, Bauer observes a ñslightly better matchò (shown in 

Table 5). Again, representing the data as a tetrachoric table (Table 6a) reveals a 

distribution from which it is possible to derive the implicational universal Poss-

N È Mod-N, with Mod-N (right-headedness) again emerging as dominant. In this 

case, however, only the two harmonic correlations (N-Poss & N-Mod and Poss-N 

& Mod-N) can really be said to be frequent. And while the Poss-N & N-Mod can 

be characterized as ñextremely rareò, the other disharmonic pattern, N-Poss & 

Mod-N, is also rather infrequent. The data thus tend toward a biconditional uni-

versal of the type Poss-N ſ Mod-N. 

Word Order A E O G N S Total 

N-Poss & N-Mod 3 0 4 0 0 1 8 

N-Poss & Mod-N 1 0 0 0 2 0 3 

Poss-N & N-Mod 0 0 0 0 1 0 1 

Poss-N & Mod-N 1 5 1 4 1 2 14 

insufficient data 1 1 1 2 2 3 10 

Table 5: Order of noun-possessor and noun-modifier (Bauer 2001) 

In my replication study, this tendency turned into an exceptionless pattern (Table 

6b). No disharmonic patterns were found at all: either the head is on the left in both 

compounds and possessive constructions, or it is on the right in both. 
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 N-Mod Mod-N   N-Mod Mod-N 

N-Poss 8 3  N-Poss 10 0 

Poss-N 1 14  Poss-N 0 19 

(a) Bauer 2001  (b) Pepper 2015 

Table 6: Noun + Possessor tetrachoric tables 

(Bauer 2001; Pepper 2015) 

Once again, the reasons for this discrepancy between the two studies cannot be 

ascertained for certain because Bauerôs data are no longer extant. However, a clue 

can be found in a comment made by Bauer concerning the numbers he arrived at: 

It is not entirely clear how much weight can be attributed to such figures, given the 

lack of consistency across languages in the ordering of modifier and head in compounds 

[i.e. that many languages have both head-initial and head-final compounds]. Although 

it might be expected that this would be fixed in any individual language, that is the 

case only in about half of my sample from any of the areas used. The figures are given 

below in [Table 7]. The figures given in this table show inconsistencies across com-

pounds of all word-classes, but even if only noun compounds are considered, there is 

considerable inconsistency. The figures for nouns alone are parenthesised in [Table 7]. 

It must be recalled that many languages are consistent because only one pattern of 

compound is reported (p. 697). 

This carries the very strong implication that disharmonic (i.e. mixed) order of head 

and modifier is the norm and that harmonic ordering is the exception. 

Word Order A E O G N S Total 

Consistent ordering 3 (3) 3 (5) 4 (4) 4 (6) 2 (3) 2 (3) 18 (24) 

Inconsistent ordering 3 (3) 3 (1) 2 (2) 2 (0) 3 (3) 3 (2) 16 (11) 

Unclear or missing 0 (0) 0 (0) 0 (0) 0 (0) 1 (0) 1 (1) 2 0(1) 

Table 7: Consistency of head-modifier ordering (Bauer 2001) 

Bauerôs figures can be compared with those obtained in my replication study. In 

Table 7, the numbers for what Bauer terms óconsistent orderingô are split across 

the rows labelled ModN and NMod (representing right-headed and left-headed 

compounds respectively); these are collated in row 3. Since the replication study 

only investigated nominal compounds, the numbers in Table 8 correspond to those 

in parentheses in Table 7. The relevant comparison is thus between the numbers in 

parentheses in both tables (shown in boldface). 
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Type A E O G N S Total 

ModN 1 6 0 5 4 4 20 

NMod 4 0 5 0 0 1 10 

Consistent ordering (5) (6) (5) (5) (4) (5) (30) 

Inconsistent ordering (1) (0) (1) (0) (1) (0) (3) 

Unclear or missing (0) (0) (0) (1) (1) (1) (3) 

Table 8: Consistency of head-modifier ordering (Pepper 2015) 

Observe that 30 languages were considered to have consistent ordering in the rep-

lication study, as against just 24 in the original; the corresponding numbers for 

inconsistent ordering are three and eleven. Again, it is no longer possible to trace 

the reasons for the discrepancy between the results obtained by Bauer and myself 

from investigating the same languages using the same sources, but certain hints 

can be obtained from a detailed examination of the two sets of data. Looking at the 

bottom row in each table, we observe first of all that while I concluded that three 

languages (Mara, Hixkaryana and Kalaallisut) do not have compounds, Bauer, 

based on the same sources, concludes that only one of them does not. Then, com-

paring the numbers for each linguistic area, we can observe that 

¶ only one of the African languages (Kanuri) was found by me to have both 

right-headed and left-headed compounds, as against three according to Bauer; 

¶ the Eurasian language that Bauer considered to have inconsistent ordering was 

found to be head-final (ModN) by me; 

¶ only one language from Southeast Asia and Oceania (Yue Chinese) was found 

by me to have both orderings, as against Bauerôs two;1 

¶ one of the Australia/New Guinea languages (Mara) was found by me not to 

have noun compounds, whereas Bauer considers it to have consistent order-

ing;2 

 
1 It is not unlikely that the second language considered by Bauer to be mixed was Vietnamese, which is 

sometimes reported to have both left-headed and right-headed compounds. However, every native 

Vietnamese compound is left-headed; only compounds loaned from Chinese are right-headed. The 

former predominate and the latter are less transparent for native speakers: ñA native speaker may not be 

aware of the etymology of each element within the [Sino-Vietnamese compound] constructionò 

(Nguyên 1997: 72, 77). Ðinh (2002: 150) does not mention right-headed compounds and states that 

the head noun ñis always in the first position.ò On this basis I assigned the code NMod to Vietnamese; 

Bauerôs criteria may have been different. 
2 Heath (1981) does not explicitly state that noun-noun compounds do not occur in the language, but 

this is strongly implied by its omission from his discussion of compounds. 
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¶ in North America, I found one language (Kalaallisut) did not have compounds, 

while Bauer is of a different opinion;1 

¶ only for South America do the two analyses coincide. 

The most important conclusion to be drawn from this (apart from the need to make 

oneôs data available for future researchers) is that different types of compound 

should be treated separately in order for patterns to emerge clearly. In summary, 

Bauer (2001) provides a good overview of the many issues involved in the study 

of compounding, but the study does not lead to any new insights. This is probably 

because compounding as a whole is too heterogeneous, in which case a study that 

focuses on nominal compounds only (or perhaps just noun-noun compounds, or 

even determinative noun-noun compounds) might bear more interesting typological 

fruit. It could also be because Bauerôs study was merely a limited pilot that did not 

offer the scope for investigating specific issues (such as semantic relations and 

word order correlations) in more depth. 

2.1.2 Arnaud (2004) 

Arnaud (2004a) is an edited collection of studies of compounding in the sixteen lan-

guages listed in Table 9. In a short concluding chapter, entitled Problématique du 

nom composé, Arnaud discusses a range of general issues, including those of def-

inition, ambiguity, headedness, demarcation, semantic relations, prosody and bor-

rowing, many of them barely touched on by Bauer, before finally presenting a short 

onomasiological study in which 29 meanings are examined across 13 languages in 

order to assess the extent of compounding in each language. It was this study that 

first gave me the idea of applying the onomasiological method in my own research. 

Arnaud describes the method as follows: 

Pour comparer les langues, on peut, dans le sens onomasiologique, établir une liste de 

concepts et voir comment ceux-ci sont d®nomm®s. Il sôagit ®videmment dô®tablir une 

liste qui r®duise les diff®rences culturelles au maximum, côest-à-dire comportant des 

concepts de parties du corps, espèces naturelles, phénomènes météorologiques, arte-

facts répandus é (Arnaud 2004a:347).2 

 
1 The possibilities for compounding more than one independent lexical stem are ñextremely limitedò 

(Fortescue 1984). Sadock (2003) mentions ña few sporadic forms that can be considered compoundsò, 

but both his examples appear to be calques. 
2 /To compare languages, one can, in the onomasiological sense, establish a list of concepts and look 

at how these are named. It is obviously a question of establishing a list that reduces cultural differ-

ences to a minimum, that is to say, comprising concepts for body parts, natural species, meteorolog-

ical phenomena, widely used artefacts é/ 
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Africa (A)  Southeast Asia & Oceania (O) 

Central Atlas Tamazight TZM (Berber)  Khmer KHM (Khmeric) 

Bambara BAM (Mande)  Kumak NEE (Eastern Malayo-Polynesian) 

Eurasia (E)  Angami Naga NJM (Kuki-Chin-Naga) 

Turkish TUR (Turkic)  Galo ADL (Macro-Tani) 

Basque EUS (Basque)  Australia / New Guinea (G) 

Modern Armenian HYE (Armenian)  Gunwinggu GUP (Gunwinyguan) 

Welsh CYM (Celtic)  North America (N) 

Udi UDI (Lezgic)  Southern East Cree CRJ (Algonquian) 

Hungarian HUN (Hungarian)  South America (S) 

Pidgins & Creoles (P)  Santiago del Estero Quichua QUS (Quechua II) 

Tok Pisin TPI (English-based Creoles)   

Table 9: Languages covered in Arnaud (2004) 

Arnaudôs results are reproduced below as Table 10 and summarized in Figure 4, 

in which the vertical axis displays the number of compounds per language out of 

a possible total of 29. Clearly, the extent of compounding various greatly from one 

language to another, and this raises the question of what languages that disfavour 

compounding do instead. In the case of French, the answer is well-known: complex 

concepts, such as RAILWAY ,  that are typically expressed through compounding in, 

say, English and German (and, to judge by Figure 4, Basque, Cambodian and Welsh 

as well) are often expressed using a prepositional construction, as in chemin de fer 

[road of iron]. This prompted the central research question of the present work: What 

are the functional equivalents of noun-noun compounds in the worldôs languages? 

+ composé compound 

(+) trés probablement un composé very probably a compound 

ô+ô exocentrique secondaire secondary exocentric 

,+, il existe une autre dénomination 

non composée 

non-compositional alternative 

exists 

ï donnée non disponible data not available 

/ ne sôapplique pas ¨ la culture not applicable in the culture 

× cranberry compound cranberry compound 

Legend for Table 10 
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skull CRÂNE   +  + + +  ×  + +  + 8 

forehead  FRONT         ×      1 

eyebrow  SOURCIL  + +  + +    ×  +   6 

eyelash  CIL  + +  + (+)   + (+) + +   8 

pupil  PUPILLE   +  + +   + +, + +  + 8 

nostril  NARINE   +  + +    + + +  + 7 

canine  CANINE  + + +  ï   + +    + 6 

elbow  COUDE  × +  (+)    ×   +   5 

wrist  POIGNET   +  +  +    +    4 

thumb  POUCE    (+) + +     +   + 5 

knee  GENOU         +  (+) +   3 

calf  MOLLET     +,    + × + +   5 

ankle  CHEVILLE   +  +      +   + 4 

toe  ORTEIL    + +   + + + + +  + 8 

navel  NOMBRIL  +       +,   +   3 

anus  ANUS  + +  + +  + + + + + +  10  

butterfly  PAPILLON  +   +,    +,  (+)  (+)  5 

dragonfly  LIBELLULE  + + +ô +    + + ×   + 8 

grasshopper  SAUTERELLE  + +      +      3 

turtle  TORTUE   +  +     ×,     3 

bat  CHAUVE-

SOURIS   +  +   +       3 

rainbow  ARC-EN-CIEL  + +  +  (+) + +  (+)  + + 9 

hail  GRÊLE          +  ï   1 

necklace  COLLIER  + + + +     + + (×)   7 

bracelet  BRACELET   + + + ï    + +    5 

cradle  BERCEAU    + + /     + +   4 

home  FOYER  +, +,  +    + +  × +  7 

hook  HAMEÇON         +  +    2 

quiver  CARQUOIS     + / ï  +  + /   3 

    12 18 7 22 7 3 4 18 14 19 14 4 9  

Table 10: Onomasiological cross-linguistic comparison (Arnaud 2004) 
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Figure 4: Extent of compounding in 13 languages 

(based on Arnaud 2004) 

2.1.3 Morbo/Comp (2004-2006) 

Morbo/Comp was an international research project on compounding, devised and 

directed by Sergio Scalise and based at the University of Bologna from 2004 to 2006. 

Its aim was to collect compounding data in a standardized manner in order to 

facilitate cross-linguistic comparison: 

A systematic compilation of compounding data allowing interlinguistic comparison does 

not exist. As a result, every hypothesis proposed so far is descriptively inadequate and 

language-specific. For instance, data on the degree of endocentricity/exocentricity in the 

worldôs languages is not available yet. There is no reliable source of data describing 

the different attested types of compounds, the structural complexity of possible com-

pound words, the presence and typology of linking elements, plural formation, distri-

bution of different structures in the worldôs languages, whether categorial and 

semantic head coincide, etc. (Guevara et al. 2006). 

The project website at http://morbocomp.sslmit.unibo.it/ (accessed 2017-12-07) 

lists, among other things, 16 papers dating from 2004 to 2006 and another three in 

preparazione, but the site appears not to have been updated since late 2006.1 Papers 

continued to appear for another four years or so, however, including the two dis-

cussed below, along with a special issue of the journal Lingue e linguaggio 

 
1 No publications or presentations are listed in the activities section after that date, and an event 

scheduled for January 2007 is shown as ñforthcomingò (accessed 2018-06-10). 
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(2/2009) containing papers on compounding in Russian, Chinese, Turkish, Finnish, 

Swedish, Czech and Portuguese. To judge by the authorship of these papers, the 

principal participants in the project, besides Scalise himself, were Antonietta Bisetto, 

Antonella Ceccagno, Antonio Fábregas, Emiliano Guevara and Chiara Melloni. 

The database was reported by Guevara et al. (2006) to include data from the 25 lan-

guages shown in Table 11, and by Guevara & Scalise (2009) to contain around 

80,000 compounds from 21 languages.1 The plan was for the data to be published 

online ñsoonò (Guevara et al. 2006) but unfortunately, as is so often the case, this 

never came to pass. 

According to the website, the data were taken from the following sources: 

¶ specific studies 

¶ existing corpora (such as e.g. CELEX for Dutch) 

¶ grammars and dictionaries 

¶ competence of native speakers 

¶ Internet 

¶ semi-automated extraction from textual corpora 

Dutch NLD (Germanic)  Catalan CAT (Romance)  Belarusian BEL (Slavic) 

English ENG (Germanic)  French FRA (Romance)  Bulgarian BUL (Slavic) 

German DEU (Germanic)  Italian ITA (Romance)  Polish POL (Slavic) 

Norwegian NOR (Germanic)  Latin LAT (Romance)  Russian RUS (Slavic) 

Swedish SWE (Germanic)  Spanish SPA (Romance)  Serbo-Croatian HBS2 (Slavic) 

Finnish FIN (Finnic)  Portuguese POR (Romance)  Japanese JPN (Japanese) 

Hungarian HUN (Hungarian)  Basque EUS (Basque)  Korean KOR (Koreanic) 

Turkish TUR (Turkic)  Greek ELL (Greek)  Mandarin CMN (Sinitic) 

Hebrew HEB (Semitic)     

Table 11: Languages represented in Morbo/Comp 

The structure of the database is shown in Table 66 (see page 487). The project 

design called for each compound to be annotated with various properties, including 

its word class (or ñoutput categoryò); internal structure (based on the word classes 

or ñinput categoriesò of the constituents); head position; linking element(s); locus 

of morphological marking; gender of constituents and compound; and English gloss. 

 
1 Languages shown in italics in Table 11 are not mentioned in Guevara & Scalise (2009). 
2 The ISO 639-3 code point HBS now has the name South-Western Slavic. 
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In fact only 4,000 or so of the 80,000 compounds were ever analysed in such detail 

(Sergio Scalise, p.c.). The effort required was simply too much for the resources 

available and the group ñexperienced great difficulties in obtaining enough data to 

achieve an adequate description of compounding phenomenaò: 

Traditionally, typological surveys are based on written sources: dictionaries and gram-

mars. In this way, a high number of languages, well-balanced from the typological and 

areal point of view, is relatively easy to achieve. [However, this methodology] proved 

to be useless to collect compounding data: traditional written sources usually do not 

include enough examples of the various structural patterns and/or classes. The 

Morbo/Comp database has relied heavily on native speakersô work to collect, classify 

and analyze manually all the represented examples. Unfortunately, this approach turns 

[out] to be quite slow and costly (Guevara et al. 2006). 

As a result, the database is very far from being genetically and areally balanced, as 

the authors readily admit: 21 of the 25 languages are spoken in Europe, 17 are 

Indo-European and all but one of them belong to the same linguistic area, Dryerôs 

(1992)  Eurasia. (The exception, Mandarin Chinese, is also spoken on that conti-

nent, but is assigned by Dryer, along with the rest of Sino-Tibetan, to Southeast Asia 

& Oceania.) This suggests that another approach is required in order to build a 

database suitable for use in cross-linguistic comparison and provides support for 

the decision taken in the present study to adopt Arnaudôs onomasiological method. 

Despite these limitations, the Morbo/Comp project produced a number of useful 

results. In the present context the two most important are Scalise and Bisettoôs clas-

sification of compounds (§2.1.4) and the investigation into the ñuniversals of com-

poundingò by Guevara and Scalise (§2.1.5), which are discussed in the next two 

sections. 

2.1.4 Scalise & Bisetto (2009) 

Scalise and Bisettoôs (2009) paper is a reworking and further refinement of an ear-

lier paper (Bisetto & Scalise 2005) in which the authors address the problem of 

how to classify compounds. They start by reviewing nine classification schemes, 

ranging from Bloomfield (1933) and Marchand (1969) to Bauer (2001) and Booij 

(2005). The authors point out a lack of ñinterlinguistic homogeneityò in most of 

these schemes, which they trace to three causes: (a) language-specific terminology, 

(b) neglect of certain categories (e.g. adjectival compounds), and (c) inconsistent 

definitional criteria. The latter concerns the unsystematic combination of the criteria 

ñpresence of headò and ñsemantic relationò. 
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As an alternative, they propose a novel typological classification based on the 

ñvery simpleò assumption that what is special about compounds is 

the fact that the two constituents are linked by a grammatical relation which is not 

overtly expressed (cf. apron string vs. string of the apron). Therefore, we would like 

to suggest that the classification of compounds be uniquely and consistently based on 

this criterion. The possible grammatical relations holding between the two constituents 

of a compound are basically the relations that hold in syntactic constructions: subordi-

nation, coordination and attribution (Bisetto & Scalise 2005: 326). 

Accordingly, they propose a three-way top level distinction between subordinate, 

attributive and coordinate compounds (none of which are defined), with a further 

subdivision of each into endocentric and exocentric, dependent on ñthe presence 

or absence of a head constituentò (Figure 5). 

 

Figure 5: Classifying compounds (Bisetto & Scalise 2005) 

Four years later this model was extended through the introduction of an intermediate 

level, as shown in Figure 6 (Scalise & Bisetto 2009: 49ff). In the new proposal, 

subordinate compounds are subdivided into verbal-nexus and ground, ostensibly 

on the basis of whether or not the head is ñdeverbal or non-deverbalò.1 In addition, 

attributive compounds are split into attributive and appositive, on the basis of 

whether the non-head is an adjective (or verb) expressing a property of the head 

directly, or a noun specifying such a property indirectly (ñin appositionò) through 

one of its own properties. As in the 2005 proposal, each of the resulting classes is 

subdivided into endocentric and exocentric. 

 
1 The exocentric lavapiatti ódishwasherô < ówashVô + ódishesô should, of course, be classified with 

pickpocket under verbal-nexus, not under ground. I assume this is a printing error. 

compounds

subordinate attributive coordinate

endo exo endo exo endo exo
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Two things may be observed about the resulting classifications: Firstly, there is a 

logical inconsistency in the use of criteria for the second-level divisions that in-

volve the status of a head (deverbal or not) or non-head (adjectival or nominal), 

when the further subdivision into endocentric and exocentric suggests that there 

may not be a head. Secondly, the distinction between endocentric and exocentric 

is really orthogonal to the rest of the classification, in the same way as, say, the 

output category. Indeed, ñexocentricityò is in many cases better explained as a 

function of metonymy (and/or metaphor), rather than as a property peculiar to com-

pounds (Bauer 2008). 

 

Figure 6. Classifying compounds (Scalise & Bisetto 2009) 

Whatever the merits or demerits of the later classification, the basic tripartite dis-

tinction between subordinate, attributive and coordinate compounds, common to 

both proposals, has been widely adopted, for example by Lieber in her introductory 

textbook on morphology (Lieber 2010). Lieber characterizes the three compound 

types as follows: 

ñIn an attributive compound the non-head acts as a modifier of the head. So snail mail 

is (metaphorically) a kind of mail that moves like a snail, and a windmill is a kind of 

mill that is activated by wind [é] In coordinative compounds, the first element of the 

compound does not modify the second; instead, the two have equal weight [é] In 

subordinative (sic) compounds one element is interpreted as the argument of the other, 

usually as its objectò (op.cit. p. 47) 

Thus for Lieber, windmill is a prototypical attributive compound, while for Bisetto 

and Scalise it is a prototypical subordinate compound, as shown in Figure 6. This 

discrepancy is unlikely to be due to an unintentional error, as was probably the case 
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with lavapiatti (see footnote 1, page 35). In both of their papers, Bisetto and Scalise 

classify steamboat ï another compound with the semantic structure X POWERED 

BY Y ï as a subordinate compound, so we can assume that their classification of 

windmill was intentional. And since Lieber uses windmill as a prototypical exam-

ple throughout her chapter on compounding in all three editions of her book, we 

can safely assume that her characterization of it as an attributive compound is 

equally deliberate. In short, Lieber considers the POWERED BY relation to be one 

of attribution, whereas Bisetto and Scalise consider it to be one of subordination. 

This raises the question: what does ñsubordinationò actually mean in the context 

of the relation between two nominals? As noted above, Scalise and Bisetto do not 

provide any definition. In the case of a verb and a nominal its meaning is clear: if 

the nominal can be regarded as an argument of the verb, then it is subordinate to 

it. But in what sense is mill subordinate (or not, as the case may be) to wind in 

windmill? I address this issue in Pepper (2016) in the light of data from Nizaa (see 

§1.1.2) and suggest that subordination is best understood in terms of the reference 

point ability (Langacker 1993) and involves one of two different paths of mental 

access to the target concept (the other being access via a superordinate concept). 

These issues will come to the fore later in the investigation of semantic relations 

and conceptual universals (Chapters 6 and 8). 

2.1.5 Guevara & Scalise (2009) 

The most important attempt from a typological perspective to synthesize the results 

of the Morbo/Comp project is Guevara and Scaliseôs (2009) paper, Searching for 

universals of compounding. The paper starts by introducing the project and justi-

fying the search for universal properties in compounding. It then discusses the four 

ñimportant issues for the typological study of compoundingò: the definition of 

compound, the classification of compounds, the position of the head constituent, 

and the definition of compound type. Existing definitions, such as those of Bauer 

(quoted above) and Olsen (2000) (ñthe combining of two free forms or stems to 

form a new complex wordò) are found to be ñneither totally satisfactory nor suffi-

ciently comprehensiveò. The many definitions of compounding that one finds in 

the literature are ñtightly predetermined by the theoretical choices made by the 

author(s)ò: 

Consequently, oneôs views and beliefs regarding the fundamental notions of morphol-

ogy ï and of linguistics in general ï are critical in shaping a working definition for 

compounding. In other terms, oneôs conception of hotly debated (and never agreed 
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upon) issues such as word, morpheme, stem, root, lexicon, concatenation, etc., will 

contribute in shaping oneôs definition of compound. 

It was in order to solve this dilemma that I developed the comparative concept of 

binominal lexeme. Guevara and Scalise, for their part, simply set the definitional 

issue to one side and look for general tendencies in the worldôs languages. This 

leads them to identify the presence of a relation ᴘ between the constituents of a 

compound, which is not explicitly (phonetically) realized, as a key defining feature. 

The authors then invoke canonical typology (Brown, Chumakina & Corbett 2013) 

and offer a definition of canonical compound in terms of the following four criteria: 

a) syntactic atomicity (no anaphoric relations between an internal constituent 

of a compound and an external element); 

b) lexical integrity; 

c) lexical nature of constituents (lexemes, i.e. words, stems or roots), mem-

bers of one of the major lexical categories; 

d) the whole is a member of one of the major lexical categories. 

Defined in this way, the canon matches ñthe most productive compound-typesò of 

well-studied languages (i.e. Germanic, Romance and Chinese). So-called óphrasal 

compoundsô,1 ñwhich diverge from the canonicalò in that one of the constituents is 

syntactic not lexical in nature, are not excluded from the domain of compounding 

but regarded as a less-canonical subtype.2 

Regarding the classification of compounds, Guevara and Scalise reproduce and 

adopt the 2005 version of the scheme proposed by Bisetto and Scalise (§2.1.4), 

with its tripartite top-level division into subordinate (SUB), attributive (ATT) and 

coordinate (CRD), which they contend fits phrasal and neoclassical compounds 

just as well as ónormalô compounds, but again, no definitions are provided. 

A number of issues are addressed in the section devoted to the notion of the ñheadò 

and the position of the head constituent, including the distinction between what 

they call the formal head and the semantic head, and the difficulty of determining 

the head in coordinate compounds like It. studente-lavoratore óstudent-workerô, 

and verbal nexus compounds with the structure [V+N] N, such as It. rompi.ghiaccio 

 
1 Exemplified on p. 111 by Eng. floor-of-a-birdcage taste and Nld. lach-of-ik-schiet humor [laugh-

or-I-shoot humour]. 
2 Unfortunately, Guevara and Scalise do not go on to develop their four criteria in such a way that a 

theoretical space of possibilities emerges clearly, as one would in ñmainstreamò canonical typology. 

There is therefore no way of determining how closely any specific compound conforms to the canon. 
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[break-ice] óicebreakerô. They conclude (contra Haspelmath 2002) that the former 

should be regarded as having two heads rather than none. As for the latter, the 

upshot appears to be that the word has a formal head (since the features of ghiaccio 

ñpercolateò to the compound as a whole), but no semantic head (since an icebreaker 

is neither a kind of break nor a kind of ice). This leads to the following definitions: 

An endocentric compound has at least one formal head and at least one semantic head. 

If an endocentric compound has only one formal head and only one semantic head, 

then the two must coincide. If a compound has one or more formal heads and no se-

mantic head, it will be considered exocentric. If a compound has one or more semantic 

heads and no formal head, it will also be considered exocentric. 

This differs from the approach taken in the present study, which focuses on the 

semantic head and takes account of metonymy and metaphor when determining 

whether or not a compound has a head (see §4.2). 

Regarding the position of the head, Guevara and Scalise (rightly) reject the right-

hand head rule of Williams (1981), which defines the head of a morphologically 

complex word to be ñthe righthand member of that wordò. They also reject the idea 

that the position of the head is a parameter that is fixed for any given language 

(Scalise 1994: 194), and instead ñprefer to maintain [é] that in every language 

there is a canonical position of the head, which may be disregarded by certain 

compound-typesò (p. 114). The notion of ócompound typeô is then defined in terms 

of four properties: output category (e.g. N), structure (e.g. N+N), classification (e.g. 

SUB) and position of the head (e.g. Right). 

In order to reveal typological universals, the Morbo/Comp database is subdivided 

into four ñgenetically related groupsò : 

¶ Romance: Catalan, French, Italian, Spanish 

¶ Germanic: Dutch, English, German, Norwegian, Swedish 

¶ Slavic: Bulgarian, Polish, Russian, Serbo-Croatian 

¶ East Asian: Mandarin, Japanese, Korean1 

Data from these languages, comprising about 3,000 compounds, is analysed in terms 

of the following five features which the authors express using the generic structure 

[ X ᴘ Y ] Z (p. 116): 

 
1 The authors acknowledge that Mandarin, Korean and Japanese are neither genetically related nor 

typologically homogeneous. 
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a) Z = Output Category 

b) X and Y = Input Categories 

c) ᴘ  = Relation between constituents (Classes) 

d) [X Y]  = Combination of Categories 

e) [X Y]  Z = Headedness 

Scales of preference are computed for each of these features and produce the results 

shown in Figure 7. 

Output category: N > A > V > Adv > (. . .) 

Input category: N > A > V > Adv > (. . .) 

Classification: SUB > ATT > CRD 

Headedness: Right > No Head > Left > Both 

Combinations: [N+N]  > 

  [A+N]  > [N+A]  > [A+A]  > 

   [V+N]  > [N+V]  > [V+V]  > (. . .) 

Figure 7: Scales of preference in compounding (Guevara & Scalise 2009) 

These results can be summarized as follows: 

¶ nominal compounds are more common than adjectival compounds, which are 

more common that verbal compounds (etc.); 

¶ the most common constituents are nouns, followed by adjectives, verbs (etc.); 

¶ subordinate compounds are more common than attributive compounds, which 

in turn are more common than coordinate compounds; 

¶ right-headed compounds predominate, followed by exocentric compounds, 

left-headed compounds and coordinate compounds; 

¶ noun-noun combinations are most common, followed by other combinations 

as shown. 

A few more insights can be gleaned from a closer reading of the text, for example, 

the greater prevalence of coordinate compounds in East Asian languages (32%) 

compared to the mean (19%). In addition, Guevara and Scalise have enough data 

to provide empirical evidence against a number of ñfalse universalsò, including 

the aforementioned ñright-hand head ruleò, the ñroot compounding parameterò 

(Snyder 2001), and the notion of the head as ñlocus inflectionisò (e.g. Zwicky 

1985). 

All in all, however, considering the size and scope of the Morbo/Comp project, 

these results constitute somewhat meagre pickings. Moreover, the lack of balance 
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in the sample, and the apparently unsystematic manner in which the data were col-

lected (see §2.1.3), cast some doubt on the validity of the findings. Also, in view of 

the still untapped cross-linguistic potential of what appears to be the most wide-

spread form of compounding in the worldôs languages, I do not share the authorsô 

opinion that future work should concentrate on the analysis of compound types other 

than ñendocentric subordinate right-headed [N+N]N compoundsò. It is true that 

there have been many studies of NN compounds in individual languages, and also 

a handful of comparative studies, e.g. Bauer (1978) on English, Danish and French 

and Takada (2008) on French and Japanese, but, as far as I am aware, there has not 

been a single large-scale cross-linguistic study of such compounds. 

2.2 Word-formation 

2.2.1 Aikhenvald (2007) 

Aikhenvald (2007) is a survey of the kinds of word-formation patterns found in the 

worldôs languages, written for a volume whose aim was to give field linguists ña 

good idea of what to look forò when describing a language (Shopen 2007: xv). 

There is broad coverage of both general issues (including the nature of the word, 

morphological typology, structure and iconicity, productivity, lexicalization and 

grammaticalization), and specific types of word-formation: noun incorporation, 

compounding and derivation, and the chapter ends with a set of ñsuggestions for 

field workers in describing types of word-formation.ò Here I focus on the sections 

devoted to compounding and derivation. 

The section on compounding starts by addressing the issue of how to distinguish 

compounds from phrases. Four kinds of criteria are put forward: phonological, 

morphological, morphosyntactic and semantic. None of these are claimed to be 

universal, however, and thus ñcompounds have to be defined on language-internal 

criteriaò (p. 24). Nominal compounds receive separate treatment from verbal com-

pounds and compounding in other word classes. A number of ñparameters of cross-

linguistic variationò are listed (and exemplified), including: 

¶ free forms, cranberry morphemes and special forms of free morphemes 

¶ case-marked forms (e.g. nominative, genitive, elative, allative) 

¶ closed classes in compounds (e.g. personal, reflexive and deictic pronouns) 

¶ compounds formed on phrases 

¶ typical non-referentiality of compound constituents 

¶ productivity, sources and position of the head (if any)  
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However, the discussion of each issue is quite cursory. The flavour of the chapter 

as a whole is conveyed by the following discussion of head position: 

In Germanic, Slavic and Finno-Ugric languages the head usually follows the modifier ï 

e.g. Estonian pea-linn (head-city) ócapitalô, vana-linn (old-town) ódowntown, old 

townô, cf. German Haupt-stadt (head-town) ócapitalô ï while in Romance languages 

the modifier can follow the head, as in Italian caffelatte ótype of coffeeô, or precede it, 

e.g. Portuguese boa-vida (good-life) óa bon vivantô (cf. noun phrase vida boa (lit.: ólife 

goodô) ógood lifeô). In Tagalog nominal compounds, the head typically precedes the 

modifier, thus creating the reverse order to that in their English counterparts (Schachter 

and Otanes 1972: 110), e.g. puno-ng-mangga (tree-LINKER-mango) ómango-treeô, tubig-

ulan (water-rain) órainwaterô. 

The further discussion of nominal compounds focuses on two kinds of contrast: 

the one based on the nature of the compound head (endocentric vs. exocentric vs. 

coordinate), the other on the word class of its constituents (root vs. synthetic): 

¶ Endocentric compounds denote a subclass of items referred to by one of their 

elements (i.e. the head); exocentric compounds denote something which is dif-

ferent from either of their components;1 and coordinate compounds ñconsist of 

two juxtaposed nouns which refer to a unitary conceptò. 

¶ Root compounds ñdo not have a verb baseò, while synthetic compounds ñcon-

sist of a verbal root with its argumentò (which may be a direct object, an 

oblique constituent, or an intransitive subject). The latter are said to overlap 

with lexical compounding, which is one of the five functional types of noun 

incorporation distinguished by Aikhenvald.2 

Notable for its absence from the discussion of compounding is any mention of the 

formation of new lexical items with more phrasal origins, such as chemin de fer 

and ģeleznaya doroga. For Aikhenvald, as for most linguists, this process is not part 

of word-formation. But, we might ask, if not there, then where does it belong? 

Word-formation purports to be about the ways in which languages enrich their 

lexicons, but as long as it is viewed as a branch of morphology, and as long as 

morphology is viewed as distinct from syntax, there is no home for the two above-

mentioned formations. 

 
1 In Aikhenvaldôs usage this definition includes both typical Romance óverbal nexusô compounds, 

such as Por. quebra-cabeça [break-head] ópuzzle, crosswordô, which has an implicit head, and bahu-

vrǭhi compounds, such as Eng. egghead óa type of intellectualô, which has a metonymic head. 
2 Quite what this ñoverlapò resides in is unclear, since all the examples of synthetic compounds are 

nominal, while all the examples of ñlexical compoundingò are verbal. 
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Aikhvenvaldôs discussion of derivation follows the same pattern as compounding 

and centres around different ways of classifying derivational processes: 

¶ The functional classification distinguishes between category-changing pro-

cesses and category-preserving processes, depending on whether or not the 

process in question leads to a change of word class. In addition there are cate-

gory-defining processes which are typical for a particular word class. 

¶ The formal classification distinguishes between affixes and morphological 

processes: affixes can be continuous (prefixes, suffixes, infixes) or discontin-

uous (circumfixes, transfixes); morphological processes include apophony, re-

duplication, prosodic modification and subtraction, conversion, repetition and 

metathesis, and also acronyms, clippings, abbreviations and blends. 

Aikhenvald (2007) is clearly not a typological study in the sense of Song (2007), 

with its five distinct stages (page 17). She does present a number of typological 

classifications within the broad domain of word-formation, but these are not based 

on any particular sample. In fairness, it is not her purpose to formulate and explain 

typological generalizations, but simply to describe the diversity of the domain.1 

Nevertheless, certain generalizations are made. Among these are: 

¶ ñCompounding is widespread in isolating languages, while derivation is a 

property of languages of other typesò (p. 9). 

¶ ñNumeral classifiers as independent words tend to occur in analytic isolating 

languagesò whereas ñin synthetic languages numeral classifiers tend to be af-

fixesò (p. 10-11). 

¶ Compounds ñtypically have fixed constituent order, which may be distinct 

from the order in noun phrasesò (p. 26). 

¶ Most languages of the world have more suffixes than prefixes. No language 

has prefixes without having suffixes (p. 45). 

From the perspective of the present study, the value of the paper lies in its compre-

hensive coverage of the features to be found cross-linguistically in the domain of 

word-formation, rather than in any insights regarding language universals. 

 
1 As she writes in Aikhenvald (2013): ñUntil the majority of human languages have been thoroughly 

analysed and documented, it seems most judicious to follow a qualitative approach, leaving quanti-

tative analysis until such time in the future when more data is available and can be assessed.ò 
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2.2.2 Ġtekauer, Valera & Körtvélyessy (2012) 

Ġtekauer, Valera & Körtvélyessy (2012) is a typological study more along the lines 

advocated by Song. The phenomenon under investigation is word-formation in all 

of its breadth; a óbasic sampleô of 70 languages is employed, along with a more 

balanced subset of 55 languages called the óstudy sampleô (see Table 67 on page 

488). Most of the data comes from questionnaires, but published sources were used 

for some languages. The creation of a typological classification is a task left to the 

reader. According to the authors, ñvarious sorts of typological classifications can 

be inferredò from the data they present. These are 

primarily determined by the specific method of analysis, semasiological or onomasio-

logical. In particular, the typological classification pertains to the preferences for formal 

ways of expression of cognitive categories and for the semantic scope of the individual 

formal means of expression of genetically, morphologically and/or geographically re-

lated languages (p. 8). 

Given that the authors do not develop any classification, very few generalizations 

are possible, and there are therefore correspondingly fewer observations to explain. 

The study thus takes only the first couple of steps along Songôs path and should be 

regarded, as the authors state, as ña first, tentative probeò (p. 329). 

A useful aspect of the study is the inclusion of the questionnaire as an appendix. 

The questionnaire starts with a metadata section with fields for the name of the 

language, and its genetic affiliation, geographic area and ñmorphological typeò. The 

genetic classification is based primarily on the World Atlas of Language Structures 

(Haspelmath et al. 2005) and supplemented by informants, but the source of the 

morphological type is unclear. The only clue as to the typology employed (but not 

the details, definitions or criteria used in the classification) is a table on p. 11 (Ta-

ble 12). This is a pity, since the morphological typology plays a major role in the 

study, its values being specified for every language in every one of the many ñlan-

guage listò tables throughout the book, and appearing as one of the three independent 

variables in the statistical analyses in Chapter 7. 

Morphological (Sapirean) classification  

Agglutinative languages (of various types)   30 

Fusional (of various types) 12 

Isolating (of various types) 7 

Polysynthetic (of various types) 6 

Table 12: Morphological classification (Ġtekauer et al. 2012) 
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The body of the questionnaire has three parts. Part I asks (1) which word-formation 

processes1 are productive in the language, (2) their level of productivity on a scale 

of 1 to 5, and (3) more detail regarding the four basic word-formation processes: 

(A) prefixation, (B) suffixation, (C) compounding and (D) reduplication. The 

questions relating to compounding (3C) give a feel for the overall enterprise and 

are therefore reproduced in their entirety in Figure 8. The questions under points 

(d) and (e) are pertinent to the present study. Part II of the questionnaire concerns 

the most productive ways of forming various semantic categories of noun and verb, 

and Part III gives contributors the opportunity to provide additional comments that 

might complete the picture of productive word-formation processes in the language. 

(a) Is compounding recursive? 

(b) Are there adjectival (Adjective + Adjective) compounds? 

(c) Does the language make productive use of verbal compounds? 

(d) Does the language make productive use of noun (Noun + Noun) compounds? 

Which of the following are found: 

1. Stem + Stem compounds? 

2. Stem + Link + Stem compounds (the link being specific to compounding)? 

3. At least one Stem is phonologically modified 

(e) If the language makes productive use of compounds both with and without a 

linking element, which type is more productive? 

(f) Are there any copulative compounds? 

Which, if any, of the following are found: 

1. Substantival? 

2. Adjectival? 

(g) Are there any exocentric compounds? Which, if any, of the following are found: 

1. words like redskin? 

2. words like French garde-manger? 

Figure 8: Extract from questionnaire (Ġtekauer et al 2012) 

The book based on the data thus acquired is in two parts. The first consists of two 

theoretical chapters devoted to the scope of word-formation and the fuzzy nature 

of the boundary between word-formation and syntax. Spencer (2000: 315) is quoted 

regarding the separation of compounds from phrases as being ñone of the more vexed 

problems in morphological theoryò. Perhaps this is why there is no further mention 

in the study of ñphrasal lexemesò (Masini 2009) like chemin de fer and ģeleznaya 

doroga: Apparently Ġtekauer and his colleagues follow Aikhenvald in excluding 

such constructions from the domain of word-formation. 

 
1 The 20 processes comprise those listed by Aikhenvald in her formal classification of derivation 

processes (page 43) and combinations thereof, together with the other two major word-formation types, 

incorporation and compounding. 
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The second part of the book contains the cross-linguistic analysis and comprises five 

chapters. The first three of these adopt a semasiological perspective and investigate 

three kinds of process: (i) the combination of free morphemes (compounding, re-

duplication and blending); (ii ) processes involving bound morphemes (affixation of 

various kinds); and (iii ) processes that do not involve the addition of derivational 

material (conversion, segmental alternation, suprasegmental alternation, subtractive 

processes, including back-formation). The fourth chapter takes an onomasiological 

approach and examines the formal mechanisms used to express various semantic 

categories: nominal (agent, patient, instrumental, locative, animate gender); evalua-

tive (augmentatives and diminutives, phonetic iconicity and word-classes); verbal 

(causative, transitivity, intransitivity and iterativity and/or intensification); and 

word-class changing (action nouns and abstract nouns). The final chapter contains 

a statistical analysis and is followed by a short epilogue. 

The first four chapters of Part 2 consist mainly of tables of the data collected using 

the questionnaire. For example, the first table in Chapter 3 lists the 50 languages 

(out of the basic sample of 55 languages) that make productive use of compounding, 

along with their genetic affiliation (language family, not genus), morphological 

type and geographical area. Noun-noun compounds are treated in section 3.1.1.4, 

which consists of a table listing the 44 languages that exhibit this feature, examples 

of compounds with and without linking elements, and a cursory discussion of three 

theoretical issues: the position of the head, semantics and linking elements. 

The final chapter is quite different and consists of a set of statistical analyses using 

the chi-squared test and Multiple Correspondence Analysis (MCA). Both methods 

are applied to all twenty word-formation processes using the three independent 

variables of language family, morphological type, and basic word order. With the 

chi-squared test and a null hypothesis of a 50-50 chance of any language exhibiting 

each of the twenty processes, the principal result is that ñfour word-formation pro-

cesses occur consistently more frequently than expected: prefixation, suffixation, 

compounding and reduplicationò, and that these ñoccur regardless of the internal 

classifications used (by language family, morphological type or word order), even 

if only suffixation does so for all the types within the independent variables.ò 

MCA is a clustering technique that makes it possible to explore similarities and 

differences across data sets that involve multiple variables. In a first analysis, 

which covers every language family, only Afro-Asiatic, Austroasiatic and Indo-

European are well-discriminated. By discarding all the other language families, 

associations are revealed between: 
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¶ Austroasiatic and the absence of suffixation 

¶ Indo-European and the absence of tone/pitch and the presence of both prefix-

ation and suffixation 

¶ Afro-Asiatic and the presence of suffixation and reduplication 

The same technique is used with a more fine-grained exploration of various subtypes 

of the four word-formation processes prefixation, suffixation, compounding and 

reduplication. The analysis of compounding is restricted to five language families 

(Altaic, Indo-European, Niger-Congo, Sino-Tibetan and Totonacan)1 and consists 

of the plot shown in Figure 9. 

 

Figure 9: MCS analysis of compounding (Ġtekauer & al. 2012) 

The authors explication of these results are quoted here in full:  

Language families have fairly distinct patterns of presence/ absence, as can be seen from 

their separation along the axis for Dimension 1. Thus, Dimension 1 discriminates two 

groups: 

(a) Sino-Tibetan appears to be associated with Indo-European as regards the presence 

of most types of compounding, and 

 
1 The other 23 families in the study sample were excluded either because ñthe questionnaire data on 

compounding do not applyò or because their quality values were below 0.11. 
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(b) Totonacan appears to be associated with Altaic and Niger-Congo as regards the 

absence of most types of compounding. 

Regarding processes, the picture is less clear but, in general, presences appear to be 

associated with presences and absences with absences. Thus, for example, the presence 

of recursive compounding is associated with the presence of adjective + adjective com-

pounding, and the absence of adjective + adjective compounding is associated with 

the absence of copulative compounding. Some exceptions can be noted: presences of 

some processes are associated with absences, like the presence of verbal compounding 

and the absence of phonological change. 

Finally, concerning the association between language families and processes, the sep-

aration of languages into two groups is paralleled by the separation between absence 

and presence of types of compounding. The clearest association seems to occur be-

tween the language family Totonacan and the absence of noun stem + noun stem com-

pounding, both high along Dimension 2 (pp. 319ï320). 

The final statistical analysis concerns the onomasiological data and relates to the 

expression of various semantic categories by different word-formation processes. 

The chief result obtained is that ñsuffixation is the process which is used most by 

the sample languages throughout all the semantic categories usedò. Of interest to 

the present study is that compounding is used rather little for such purposes, in 

particular for the formation of agent, patient, instrument and action nouns. 

In conclusion, Ġtekauer, Valera & Körtvélyessy (2012) provides plenty of data 

across a relatively broad sample of languages, but fails to uncover any particularly 

interesting generalizations. It confirms the rich diversity of word-formation in the 

worldôs languages (despite ignoring phrasal lexemes), but stops short of trying to 

explain the associations that it has discovered or making any kind of predictions. 

According to the authors, ñsuch a motivation or prediction would be a matter of 

speculation rather than of clear linguistic factsò (p. 304). 

2.3 Prefiguring binominals 

I coined the term binominal lexeme for the present study, but the concept itself ï that 

of constructions that serve the same function as noun-noun compounds ï is not 

without precedent. It figures implicitly in the following three studies: Levi (1978) on 

ócomplex nominalsô, Rainer (2013) on órelational adjectives and their competitorsô, 

and Bauer & Tarasova (2013) on óadnominal nominal modificationô. Taken together 

they serve to validate binominal lexeme as a comparative concept. 
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2.3.1 Levi (1978) ï Complex nominals 

Levi (1978) is one of the most cited studies of compounding in English.1 Unlike 

Warren, writing the same year on semantic relations, Levi is concerned with both 

syntax and semantics, and writes within the framework of Generative Semantics. Of 

interest in the present context is Leviôs notion of ócomplex nominalsô, a term that 

covers three ñpartially overlapping sets of expressionsò, viz. (a) nominal compounds, 

(b) nominalizations, and (c) noun phrases with non-predicating adjectives (p. 1). 

On the basis of the examples provided, these can be defined more precisely as: 

(a) compounds consisting of two root nouns (e.g. apple cake, windmill) 

(b) deverbal nouns modified by a denominal adjective or a root noun (e.g. 

musical criticism, metal detection) 

(c) denominal adjective plus noun (e.g. musical criticism, electric shock)2 

There is some overlap between Leviôs notion of complex nominals and the concept 

of binominals as defined in §1.2.4: all of Leviôs nominal compounds are binominals, 

since they consist of two thing-roots; none of her nominalizations are, since they 

include an action-root; and some of her ónonpredicate NPsô are ï more precisely, 

those that involve a base noun representing a nominal concept, but not those that 

involve a deverbal noun. On the other hand, the present concept of binominals goes 

considerably beyond Leviôs notion of complex nominals in that it includes: 

a) Constructions that involve one or two inflected nominal roots ï including gen-

itives (Bezhta kilos hino [iron:GEN way] RAILWAY ); pertensives (Malagasy 

lalam.by [road:PER.iron] RAILWAY ); and various other possessive constructions 

(Galibi Carib emolү sakүlalү [nose:3SG aperture:3SG] NOSTRIL). 

b) Constructions that involve two nominals linked by a grammatical element such 

as a preposition (Tarifit aϿriĽ n maġina [road PREP train] RAILWAY ), a postpo-

sition (Japanese budǾ no ki [grape POSTP tree] VINE), or some other kind of 

particle (Swahili tundu la pua [hole CON nose] NOSTRIL). 

c) Constructions that consist of a thing-root and a thing-affix (Slovak ģelez.n.ica 

[iron.ADJZ.NMLZ ] RAILWAY ) or a thing-root and a noun classifier (Bora túú.heju 

[nose.CM(hole)] NOSTRIL). 

 
1 Earlier studies, including Mätzner (1860), Jespersen (1942) and Hatcher (1960), are discussed in 

Chapter 6. 
2 These categories are not disjunct, in that deverbal nouns qualified by denominal adjectives (e.g. 

musical criticism) belong to both types (2) and (3). 
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Leviôs claim, that ñall [complex nominals] must be derived by just two syntactic 

processes, predicate nominalization and predicate deletionò (p. 6), is not relevant 

to the present study, with its cognitive-functional orientation, but her typology of 

nine ñrecoverably deletable predicatesò is relevant to the discussion of semantic 

relations in Chapter 6 (see §6.1.1 and §6.1.2). 

2.3.2 Rainer (2013) ï Relational adjectives, etc. 

As the title indicates, the principal research question addressed by Rainer (2013) 

is whether relational adjectives can express any kind of semantic relation. The term 

órelational adjectiveô is used to refer to ñdenominal adjectives whose suffix is said 

to serve a purely transpositional function, converting a noun into an adjectiveò, 

such as solar (< Latin solis ósunô). 

Rainer concludes that relational adjectives do indeed seem to be able to express 

ñany relation é except for the privative relation and for cases where some specific 

relation is blocked due to the interference of a rival patternò (p. 26). In addressing 

his research question, Rainer devotes considerable space to the topic of relational 

adjectives and their competitors, the latter comprising (i) genitives, (ii) nominal 

compounds, (iii ) prepositional phrases and attributivizers, and (iv) derivation. The 

paper takes a cross-linguistic approach, focusing on Latin and Slavic when discuss-

ing genitives, on German for compounds, Romance (with passing mention of the 

Hungarian attributivizer) with regard to prepositional phrases, and Arabic in the dis-

cussion of derivation. 

However, the main interest of the paper from the perspective of the present study 

resides in Rainerôs implicit recognition of the cross-linguistic comparative category 

of binominals. In fact, Rainer comes extremely close to the definition adopted in 

§1.2.4, when he refers to ñthe expression of complex concepts consisting of two 

nominal concepts linked by some relational conceptò (p. 27). For him, this is the 

ñcore competenceò of relational adjectives; for me, it is the defining characteristic 

of binominal lexemes. Thus, aside from the fact that the present notion of binominals 

also includes noun classifier constructions, which are not mentioned by Rainer, his 

concept of ñrelational adjectives and their competitorsò is essentially identical to 

that of binominal lexemes and serves to validate it as a comparative concept. 
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2.3.3 Bauer & Tarasova (2013) ï Nominal modification 

Bauer & Tarasova (2013) is an investigation into whether the meaning relationships 

that hold between the constituents of endocentric noun-noun compounds in English 

are also found in other constructions in which a noun is modified by another noun. 

For the purpose of their study, the authors take Leviôs nine ñrecoverably deletable 

predicatesò (introduced above in §2.3.1) as their starting point and show that the very 

same relations are to be found not only in noun-noun compounds, but also in five 

other English Nominal Modification Constructions. 

Leviôs RDPs are CAUSE, HAVE, MAKE, USE, BE, IN, FOR, FROM and ABOUT. Since 

the first three of these are reversible, they embody a total of 12 relations which I will 

describe and exemplify later in §6.1.1. Bauer and Tarasovaôs investigation itself is 

discussed in more detail in §6.1.2; in the present context, it is the English Nominal 

Modification Constructions that are of interest. These are listed in (7) and illustrated 

with the examples of Leviôs USE relation (N2 USE N1) given by the authors. 

(7) a. noun-noun compounds (steam iron) 

b. associative (i.e. relational) adjective plus noun (manual labour) 

c. prenominal possessives (carôs driver) 

d. postnominal possessives (driver of the car) 

e. neoclassical compounds (hydromancy < water + divination) 

f. blends (paratroops < parachute + troops) 

Bauer and Tarasova are able to demonstrate that all 12 of the relations derived from 

Leviôs RDPs can be utilized by each of the six constructions in (7). The authors 

therefore conclude that these relations are not specific to compounding and must 

arise ñfrom the nature of the modificationò. This conclusion is of interest in two 

respects, firstly in the context of my attempt later on to develop a general model of 

associative relations (see Chapter 9), and secondly, as further evidence for binominal 

lexeme as a coherent category, at least in English. 

It should be noted that Bauer and Tarasovaôs study is not limited to naming units, 

but also includes what Koptjevskaja-Tamm (2004) terms óanchoringô (as opposed 

to ónon-anchoringô relations (cf. §7.2.1). Thus, (7c) carôs driver and (7d) driver of 

the car do not qualify as binominals because they are not naming units and therefore 

fall outside the scope of the present study. On the other hand, car driver denotes a 

generic concept rather than a specific individual and is a naming unit, but it, too, 

does not qualify as a binominal since it contains an actional element (DRIVE) and is 

thus OT1, not OT3. However, this does not mean that the constructions in (7c) and 

(7d) are outside the scope of the present study: Bauer & Tarasova themselves offer 
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three examples of prenominal possessives that parallel (7c) and clearly are naming 

units: dogôs breakfast (ña confused mess or mixtureò),1 ladiesô man (ña man who 

is fond of, attentive to, and successful with womenò),2 and wolfôs bane (ñaconite; 

esp., a tall Eurasian plant (Aconitum lycoctonum) with showy, yellow flowersò).1 

None of Bauer & Tarasovaôs examples of postnominal possessives (7d) are clearly 

naming units, presumably because this is a relatively marginal lexeme-formation 

strategy in English, but a word like man-of-war (ña combatant warship of a recog-

nized navyò)1 shows that it does occur. 

Thus all six of Bauer and Tarasovaôs constructions fall within the definition of 

binominal lexeme, and the first four of them actually occur in the database that will 

be described in the following chapter. Neoclassical compounds and blends do not 

occur there, presumably because they are not common enough to have been captured 

using the list of 100 meanings that I used as the basis for my data collection, or 

because they tend to be less analysable synchronically and may therefore have been 

coded as monomorphemic by contributors. However, a few examples did turn up in 

a larger data set (see §3.1.3 regarding the list of 201 meanings). These include the 

Hindi neoclassical form par.deŜǭ [foreign_region.inhabitant] STRANGER, which is 

ña Sanskrit word built like German Ausländerò (Claus-Peter Zoller, p.c.),3 and the 

Italian pomeriggio AFTERNOON, which is ña sort of blend between pomeridiano 

ópostmeridianô and meriggio ómidday (ancient)ôò (Francesca Masini, p.c.). 

To summarize: Bauer and Tarasovaôs category of ñconstructions in which a noun 

is modified by another nounò is very nearly co-extensive with that of binominal 

lexemes, provided the former is restricted to lexemes that have a naming function. 

The only difference resides in the fact that the notion of binominal as defined in 

Chapter 1 includes two types ï denominal derivation and classifier constructions 

ï that are not covered by Bauer and Tarasova. The fact that their six constructions 

share the core definitional property of involving unstated (or underspecified) se-

mantic relations ï and, not least, that those relations are demonstrably of the same 

types ï serves, once again, to confirm the validity of binominal lexeme as a coher-

ent category. 

 
1 https://www.merriam-webster.com/dictionary/ 
2 https://www.collinsdictionary.com/ 
3 The status of neoclassical compounds as possible subtypes of derivation is discussed further in 

§6.1.2. 



Chapter 2. Earlier work 

2020-11-11  53 

2.4 Morphological complexity 

This section brings together two rather different studies: the World Loanword 

Database (WOLD) and Matthias Urbanôs (2012) dissertation on ñlexico-semantic 

associationsò. What they have in common, and what makes them relevant to the 

present project, is that they both involve large datasets, adopt an onomasiological 

approach (from meaning to form, cf. §2.1.2), and are concerned (each in their own 

way) with morphological complexity. 

 

Figure 10: Pepper as a loanword in WOLD 

2.4.1 Haspelmath & Tadmor (2009) ï WOLD 

The World Loanword Database (Haspelmath & Tadmor 2009a)1 is the online version 

of Loanwords in the world's languages: A comparative handbook (Haspelmath & 

Tadmor 2009b). It comprises óvocabulariesô (mini-dictionaries of about 1000-2000 

entries) of 41 languages from around the world, with comprehensive information 

about the loanword status of each word. Sources and donor languages are provided 

for loanwords in each of the 41 languages, and users are able to compare loanwords 

across languages. WOLD was particularly useful to me because the data set is 

freely available under a Creative Commons license and could be used as a starting 

point for the present project. For this reason, the description given here focuses 

primarily on the structure and contents of the database, rather than the use to which 

it was put in the original project. The database contains data from the following 41 

languages, all of which are also represented in the present project (see the map in 

Figure 18 on page 90 for the areal distribution): 

Archi, Bezhta, Ceq Wong, Dutch, English, Kali'na (Galibi Carib), Gawwada, Gurinji, 

Hausa, Hawaiian, White Hmong (Hmong Daw), Hupdë, Imbabura Highland Quechua, 

Indonesian, Iraqw, Japanese, Kanuri, Q'eqchi' (Kekchí), Ket, Kildin Sami, Lower 

 
1 http://wold.clld.org 


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































